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Executive Summary
The inaugural Identity Salon™ brought together a mix of identity and security 

professionals and policymakers under the Chatham House Rule for an open, 

honest conversation about the big issues shaping digital identity today and ways 

to address those issues with the right stakeholders over the coming years. Held 

alongside the Authenticate Conference, this half-day summit invited participants 

to tackle challenges ranging from managing digital estates after death to the 

evolving role of AI in fraud detection and identity management.

Discussions highlighted several key themes. There was a lively debate on where 

identity should sit within organizations as the lines between security and 

operations continue to blur. Participants also explored the role of AI in identity 

and access management (IAM), recognizing its power to detect threats while 

pointing out the need for skilled humans to interpret and act on AI-driven 

insights. The event helped emphasize the importance of IAM’s role across 

different functions, raising important questions about how organizations should 

structure these teams and the cultural shifts needed to break down silos.

This report captures the insights and ideas shared at The Identity Salon, offering 

recommendations for industry and academic collaborations that could drive 

progress in these complex areas. It sets the stage for future salons, aiming to turn 

this gathering into a key space for addressing the big, long-term questions in 

digital identity.

The organizers would like in particular to thank SGNL, AKA Identity, Beyond 

Identity, and Natoma for their generosity as signature sponsors; and to recognize 

the FIDO Alliance for their unwavering support.
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Key Themes and
Discussion - Summary
At The Identity Salon, participants shared challenges and fresh perspectives on 

the future of digital identity. The topics ranged widely, but certain themes clearly 

stood out, reflecting the complex and evolving landscape of identity and access 

management. From the shifting role of identity within organizations to the 

impact of AI on fraud detection, these conversations highlighted the need for 

collaborative approaches and innovative solutions. This section summarizes the 

main takeaways from these discussions, capturing the insights and debates that 

will help shape the next steps for both practitioners and organizations navigating 

the identity space.

Death and the Digital Estate
The management and accessibility of digital assets after incapacitation or death 

are pressing issues for individuals and organizations. Currently, legal and 

technical frameworks are insufficient to define ownership, access, and 

transferability of the assets and other digital material that encompass our lives.

The purpose of this initial discussion was for architects and practitioners to 

compare notes and bridge the academic and research worlds. We have to 

contend with this issue both as individuals and in our enterprises with 

pensioners, etc. 

Challenges Discussed:

• Legal Ambiguity: There is a notable lack of international and even national 

standards regarding digital estate transfer, which can create potential 

disputes over ownership and access.
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• Technological Gaps: Existing tools lack integration with identity management 

systems, limiting their usability and reliability.

• Proposed Solutions: Participants explored the role of verifiable credentials 

and interoperable digital directives as potential mechanisms to improve 

digital estate management.

The digital estate is bigger than you might think. It includes all of an individual’s 

digital emissions and possessions: public and private; in the cloud, or on physical 

devices. It is social media postings, audio recordings, photo libraries, ad- or 

geo-tracking data, cryptocurrency, licensed software, avatar(s) in games, and 

more. It also includes things we haven’t thought of yet, from systems that are yet 

to be designed. For example, what happens to AI bots when their 

owners/operators die? 

Today, models and processes exist that govern what can happen to physical 

assets when people die, and how. There are wills, powers of attorney, and other 

estate planning features, but none are fully suited to digital assets. Some of the 

major tech companies, including Apple, Google, and Meta, have established a 

legacy contact feature that allow an individual to designate others who may 

access at least some aspects of their account when they die. These are, however, 

capabilities that are platform-specific, non-standard, and not interoperable, 

leading to functional gaps and management overhead. Apple, for example, is 

very explicit about what is available to a legacy contact (e.g., photos and files, but 

not messages). That is only a small portion of the information that actually makes 

up a digital estate. 

One model that may serve best to build upon is the durable power of attorney. 

Though specifics differ, a majority of legislative and regulatory regimes recognize 

such a concept.  It may be possible to leverage smart contract technologies to 

build a digital-ready capability that mirrors these existing foundations.

The ultimate goal is to have tools that allow enough granular control, letting 

someone say what they want to have saved, who they want to have access to, 

and what should be deleted. There won’t be a set of prescribed rules that works 

for everyone, so we need tools that will allow choice and flexibility. 

The DADE Community Group
The OpenID Foundation has a new group focused on this area: the Death and the 

Digital Estate (DADE) Community Group. It has brought together a variety of 

resources from people and organizations that have started to discuss some 

aspects of this problem. It is organized based on the following principles, one of 

which the group suggested be revised:

• Respect for different perspectives

• Empowerment through consent

◦ The group suggested changing “consent” to “choice,” as the word 

“consent” has been overloaded over the last few years. “Choice” implies a 

much more active decision. 

• Interoperability and Accessibility

◦ Whatever we come out with, we need to promote interop between 

platforms to facilitate seamless data management across systems. We 

need common ways to talk about these things and organize around the 

patterns. 

Further Questions
This is an emerging area, which means many open questions are ripe for discussion.

• What happens to people who have been identified as deceased and who are 

in fact alive? 

• If the digital data overlaps a physical device (e.g., a smart thermostat), what 

does the transference of that device (and its data) look like? Is the death of an 

asset the same as the transference of an asset? Could you use the same 

mechanisms in either case? 

• What about the ‘death’ of non-person and machine entities (e.g., 

decommissioning a physical machine like a car)? 

◦ To be clear, when an autonomous vehicle is no longer on the road matters. If 

someone claims it was in an accident, the authorities need to know it wasn’t 

on the road. In the case of something like a drilling rig, it won’t have the same 

registration that a car would, but—for cybersecurity and for compliance 

reasons—authorities still need to know if it’s no longer a valid asset.

Understanding and handling death and the digital estate is a problem for 

identity; it is not, however, an identity management problem per se. It won’t be 

solved solely by identity management, but whatever our industry does in this 

space will impact digital identity overall. 

Supplemental Research and 
Industry Perspectives
This topic is not new, but it is gaining urgency. Reviewing research literature sees 

content going back over a decade as people started to consider what to do with 

their digital estate. In John Conner’s paper, “Digital life after death: The issue of 

planning for a person's digital assets after death,” published in 2010, he focused 

on email, social media, and blogs.  His recommendations focus more on 

pre-planning and individual agency, including leaving access information and 

instructions, setting up a trust, and providing some information about digital 

assets in a will. There was no thought to a more global, legally supported pattern. 

Thinking continued to evolve, however, particularly in the U.K. Heather Conway 

and Sheena Grattan wrote a paper, published in 2017, called "The ‘New’ New 

Property: Dealing with Digital Assets on Death."  This paper focuses on defining 

the concept of “digital asset” and then dives into the challenges posed in 

managing them from an estate planning perspective. The U.K. has notably 

complicated succession laws that span use cases from centuries ago to today. 

Interestingly enough, however, the authors point to the United States’ Uniform 

Fiduciary Access to Digital Assets Act (now the Revised Uniform Fiduciary Access 

to Digital Assets Act (RUFADAA)) as a model to follow.

https://www.chathamhouse.org/about-us/chatham-house-rule
https://authenticatecon.com/event/authenticate-2024-conference/
https://sgnl.ai/
https://www.akaidentity.io/
https://www.beyondidentity.com/
https://www.natoma.id/
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• If the digital data overlaps a physical device (e.g., a smart thermostat), what 

does the transference of that device (and its data) look like? Is the death of an 

asset the same as the transference of an asset? Could you use the same 

mechanisms in either case? 

• What about the ‘death’ of non-person and machine entities (e.g., 

decommissioning a physical machine like a car)? 

◦ To be clear, when an autonomous vehicle is no longer on the road matters. If 

someone claims it was in an accident, the authorities need to know it wasn’t 

on the road. In the case of something like a drilling rig, it won’t have the same 

registration that a car would, but—for cybersecurity and for compliance 

reasons—authorities still need to know if it’s no longer a valid asset.

Understanding and handling death and the digital estate is a problem for 

identity; it is not, however, an identity management problem per se. It won’t be 

solved solely by identity management, but whatever our industry does in this 

space will impact digital identity overall. 

Supplemental Research and 
Industry Perspectives
This topic is not new, but it is gaining urgency. Reviewing research literature sees 

content going back over a decade as people started to consider what to do with 

their digital estate. In John Conner’s paper, “Digital life after death: The issue of 

planning for a person's digital assets after death,” published in 2010, he focused 

on email, social media, and blogs.  His recommendations focus more on 

pre-planning and individual agency, including leaving access information and 

instructions, setting up a trust, and providing some information about digital 

assets in a will. There was no thought to a more global, legally supported pattern. 

Thinking continued to evolve, however, particularly in the U.K. Heather Conway 

and Sheena Grattan wrote a paper, published in 2017, called "The ‘New’ New 

Property: Dealing with Digital Assets on Death."  This paper focuses on defining 

the concept of “digital asset” and then dives into the challenges posed in 

managing them from an estate planning perspective. The U.K. has notably 

complicated succession laws that span use cases from centuries ago to today. 

Interestingly enough, however, the authors point to the United States’ Uniform 

Fiduciary Access to Digital Assets Act (now the Revised Uniform Fiduciary Access 

to Digital Assets Act (RUFADAA)) as a model to follow.

https://openid.net/cg/death-and-the-digital-estate/
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Thinking continued to evolve, however, particularly in the U.K. Heather Conway 

and Sheena Grattan wrote a paper, published in 2017, called "The ‘New’ New 

Property: Dealing with Digital Assets on Death."  This paper focuses on defining 

the concept of “digital asset” and then dives into the challenges posed in 

managing them from an estate planning perspective. The U.K. has notably 

complicated succession laws that span use cases from centuries ago to today. 

Interestingly enough, however, the authors point to the United States’ Uniform 

Fiduciary Access to Digital Assets Act (now the Revised Uniform Fiduciary Access 

to Digital Assets Act (RUFADAA)) as a model to follow.

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1811044
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1 Connor, John, Digital Life after Death: The Issue of Planning for a Person’s Digital Assets after Death (December 1, 2010). 
Texas Tech Law School Research Paper No. 2011-02, Available at SSRN: https://ssrn.com/abstract=1811044 or 
http://dx.doi.org/10.2139/ssrn.1811044 
2 Conway, Heather and Grattan, Sheena, 'The ‘New’ New Property: Dealing with Digital Assets on Death' (2017). Conway 
(with Sheena Grattan, BL), “The ‘New’ New Property: Dealing with Digital Assets on Death” in Conway and Hickey (eds), 
Modern Studies in Property Law, Volume 9 (Hart Publishing, July, 2017) pp 99-115 , Queen's University Belfast Law 
Research Paper No. 2021-126, Available at SSRN: https://ssrn.com/abstract=3289171  
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https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3289171
https://www.uniformlaws.org/committees/community-home?CommunityKey=f7237fc4-74c2-4728-81c6-b39a91ecdf22


“The Revised Uniform Fiduciary Access to Digital 
Assets Act (RUFADAA) governs access to a person's 

online accounts when the account owner dies or 
loses the ability to manage the account.  A 

fiduciary is a person appointed to manage the 
property of another person, subject to strict duties 
to act in the other person’s best interest.  Common 

types of fiduciaries include executors of a 
decedent’s estate, trustees, conservators, and 

agents under a power of attorney.  This act extends 
the traditional power of a fiduciary to manage 

tangible property to include management of digital 
assets.  The act allows fiduciaries to manage digital 

property like computer files, web domains, and 
virtual currency, but restricts a fiduciary’s access to 

electronic communications such as email, text 
messages, and social media accounts unless the 

original user consented to fiduciary access in a will, 
trust, power of attorney, or other record.”

The Uniform Law Commission
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This only applies to U.S. states; the RUFADAA is not something that has been 

adopted more broadly. It is also worth noting that it does not cover all the digital 

assets the participants of The Identity Salon identified during our discussion. It is, 

however, an interesting place to start considering a more standardized 

regulatory approach.

Moving to another part of the world, Prashant Mali and Aswathy Prakash G., 

wrote "Death in the era of perpetual digital afterlife: digital assets, posthumous 

legacy, ownership and its legal implications,” published in 2019 through the 

National Law School Journal (NLSJ) at the National Law School of India University.   

These authors, as with many others, focus on defining what constitutes digital 

assets and expands that definition quite a bit. 

• Personal Digital Assets: emails, documents, photos, videos, contacts, loyalty 

reward points

• Financial Digital Assets: online banking data, associated usernames and 

passwords, records of online financial transactions, investments, virtual 

properties, goods of value traded in online gaming platforms, e-wallets 

payments given for online gambling, digital, virtual and crypto currencies like 

Bitcoin, Ether (ETH).

• Professional Digital Assets: domain names, official email accounts, social 

media handles, blog and web content, visual content and other content 

management system (CMS) used, customer database of online businesses, 

auction sites, etc.

• Technical Digital Assets: passwords for various digital services, computer 

networks, device backup logs: both local and cloud based, web hosting 

services, software projects: both enterprise and individual, etc.

It goes another step, however, and considers issues of identity theft and 

copyright violations of deceased user’s accounts. The non-closure of accounts 

leads to the possibility of account takeover in a way that leaves no one (except 

the attacker) the wiser. Laws may protect legal heirs from liability, but the 

considerations go beyond liability; emotional and mental well-being are also an 

issue. This is definitely a paper to review if you are further interested in the topic.

There is quite a bit more written by scholars and researchers, but what laws and 

regulations exist continue to build off of the precedent of physical assets and 

succession laws. Unfortunately, what works for physical assets does not always 

work for digital ones, leaving some significant gaps both in the laws and in the 

technology needed to support those laws.  

Convergence of Identity 
and Security
Hypothesis: The role of the CIO is going away, and the functions are either being 

split into a COO capacity and the CISO function, defending the operations of the 

organization. Identity as a function is being split between the COO (e.g., 

operational aspects of doling out access, recovery, helpdesk) and the CISO 

teams defending the organization's digital assets. The convergence is becoming 

more of a fracture. Discuss!

Identity’s positioning within organizational structures (e.g., within security vs. 

operations) reflects ongoing debates about its role as both a security mechanism 

and a usability enabler. The question for the group was whether the CIO role is 

declining in prominence and authority,  with responsibilities increasingly divided 

between a COO capacity and the CISO function. If this is indeed true, we may 

observe that the identity management function itself starts to fracture: 

operational tasks (e.g., access provisioning, recovery, helpdesk support) migrate 

under COO oversight, while security-related identity functions are moving into 

the domain of security teams focused on defending organizational operations.

Challenges Identified:

• Organizational Fragmentation: In many companies, identity roles are divided 

between IT operations and security, which can lead to conflicting priorities.

• Usability vs. Security Balance: High-security requirements often compromise user 

experience, while user-centric designs may inadvertently weaken security.

• Identity in Fraud Detection: Fraud detection and identity verification overlap 

significantly in CIAM (Customer Identity and Access Management), raising 

questions about how identity should integrate with anti-fraud measures.

In one participating organization, a clear demarcation exists between 

engineering and operations within identity management. Mature, documented 

processes (e.g., password resets) are assigned to operations, while engineering 

handles more complex or evolving challenges, such as onboarding non-human 

identities (NHIs) and resolving legacy and/or non-standard application 

integration issues. Although there was some discussion around folding certain 

security operations into identity, the organization chose not to make this 

integration, citing the need to ensure rapid, specialized responses when 

anomalies occur. This model, which may not be appropriate for all organizations, 

emphasizes the importance of differentiating administrative tasks from 

real-time, engineering-driven requirements. It may also lose sight of important 

patterns that would influence the direction of the engineering team’s responses. 

Divergent Perspectives on Identity’s Place in 
Security and Enablement
The convergence of identity and security is divisive among professionals. On one 

side, some participants argued that identity is fundamentally a security function, 

asserting that enabling secure, usable experiences is essential to protecting the 

enterprise. Others expressed concern that merging identity and security risks 

transforming identity into a restrictive "business prevention department," 

potentially subsuming identity’s enablement goals within security's protection 

mandate. Achieving an effective balance between risk mitigation and business 

enablement remains an ongoing challenge.

Observations on Industry Practices and 
Organizational Structure
Participants shared experiences illustrating a wide range of approaches to the 

convergence of identity and security. Some organizations have established IAM 

Centers of Excellence (CoEs) to encourage business alignment with identity 

functions, although these efforts can face challenges when identity and security 

teams operate independently. Another approach sees identity integrated directly 

within the security organization, where identity becomes a crucial support function 

for security analysts monitoring access patterns and responding to incidents.

Notably, security operations often lack experience with identity management 

responsibilities beyond their own tools, leading to disconnects. This separation 

can create gaps in both communication and action, as security teams may lack 

familiarity with identity-focused systems (e.g., Identity Governance and 

Administration systems) that are key to data protection.

CIAM vs. Workforce Identity – Unique but 
Interrelated Requirements
Customer Identity and Access Management (CIAM) is often viewed separately 

from workforce identity, though some organizations are beginning to integrate 

these areas. CIAM tends to prioritize user enablement and frictionless access, 

while workforce identity can enforce stricter security controls. Organizations that 

include CIAM under the identity team report challenges in aligning it with 

security, particularly in industries where fraud and compliance are major drivers 

of identity security. Fraud prevention practices, which vary widely across CIAM 

and workforce identity, are typically split among different teams, such as 

marketing, compliance, and security, leading to further fragmentation.

AI’s Role in Identity Convergence
AI is expected to accelerate identity-security convergence by enabling automated 

responses and fraud detection across diverse identity use cases. While AI can 

uncover patterns within vast datasets, it still requires human oversight to interpret 

these patterns and implement meaningful controls. Participants discussed AI’s 

potential to shift identity practices from reactive to proactive, providing security 

insights based on identity patterns. However, concerns remain about how AI fits 

into regulated environments, where transparency and accountability are 

paramount. This area is still very much open to interpretation and discussion as AI 

regulations are just rolling out around the world.

Performance Culture and the Need for 
Cross-Functional Collaboration
Finally, participants raised concerns that organizational performance 

culture—characterized by metrics-driven evaluation and departmental 

silos—can hinder effective collaboration between identity, security, and 

operations teams. Identity often lacks financial KPIs and is held accountable for 

security outcomes without the resources or cross-functional coordination 

required for success. Establishing identity as a foundational service, rather than 

a bottom-line-driven function, could foster a more cooperative, integrated 

approach to identity and security.

 

Identity Fraud Detection
Issues of fraud detection, particularly given concerns that Artificial Intelligence 

(AI) is driving a rise in fraud, was another critical discussion area. AI, however, can 

also enhance fraud prevention even as it brings challenges in terms of ethical 

regulation and data governance. 

Core Insights:

• Differing Needs for CIAM vs. Workforce Identity: While AI-driven fraud 

detection is increasingly crucial for CIAM, workforce identity has different 

requirements, necessitating distinct AI applications.

• Real-Time Analysis and Regulatory Compliance: AI models need to be both 

responsive and compliant with privacy regulations, which presents a unique 

challenge given the often intrusive nature of fraud detection technologies.

• Data Science Integration in Fraud Detection: The involvement of data scientists 

in fraud detection varies across organizations. Some companies have successfully 

integrated data science expertise to correlate seemingly unrelated fraud events 

across different departments. Others lack this resource, leading to gaps in 

detection and response. Collaborations with academic institutions could help 

bridge this gap by providing access to data science talent through internships and 

practical research opportunities.

Fraud detection within organizations is a complex and often siloed discipline, 

drawing on expertise from across various teams. Fraud teams tend to operate 

independently, with practitioners specializing in specific areas of fraud but not 

always in close coordination with identity or security teams. This siloed approach 

can lead to missed insights and fragmented responses to fraud incidents.

“We know what identity fraud is, but we don’t 
always recognize it when we see it. There is so 

much data and so much to monitor; fraud patterns 
don’t make themselves known easily. It’s the 

post-incident response that lets you tie the data to 
what happened. More insight into what happens 

would be great.”

In one non-profit organization, for example, Know Your Customer (KYC) processes 

were managed by a team that had never engaged with the team responsible for 

authentication. With the addition of fraud-focused personnel, organizations are 

now seeing a need for these traditionally separate groups to collaborate more 

closely. However, a recurring issue is that many individuals performing 

identity-related tasks don’t recognize that they are, in fact, handling aspects of 

identity. This lack of awareness means they miss out on established best 

practices within the field, especially in customer identity and access 

management (CIAM), where the need for cross-functional understanding is even 

more pronounced.

Fraud in CIAM and workforce identity takes on distinct characteristics. Fraud in CIAM 

may inflate certain business metrics—such as in cases involving synthetic accounts, 

which can make growth appear stronger than it is. Fraud types such as Bitcoin 

mining in CIAM or ransomware targeting the workforce immediately capture 

executive attention, particularly among Chief Marketing Officers (CMOs) who are 

drawn into security concerns through issues like brand threats from deepfakes.

Another challenge is the disconnect between how various departments handle 

fraud. Fraud teams often focus on operational expenditures (OpEx) and 

monetary losses, overlooking non-monetary impacts like identity threats or 

brand damage. Security teams primarily monitor application vulnerabilities, not 

always extending their view to identity threats. Consequently, it’s often left to the 

identity team to connect these diverse threads of fraud. Post-incident response 

typically becomes the moment when these disparate elements are tied together, 

prompting questions about how the initial exploitation occurred. Policy-driven 

decisions made by previous employees resurface, and identity teams are often 

held responsible for tracing the root cause.

This disjointed approach to fraud detection points to a larger organizational issue. 

Identity teams, one of the few without OpEx-driven KPIs, are frequently accountable 

for overarching outcomes without the budget or authority to act proactively. It 

highlights the need for a cultural shift where identity and fraud detection are seen as 

intertwined responsibilities requiring shared goals and collaboration.

The role of data scientists in fraud detection remains a point of interest. Some 

organizations have begun to integrate data science expertise to link seemingly 

unrelated events across departments, but others lack this resource. Collaboration 

with academic institutions could present an opportunity to bridge this gap, 

offering interns and researchers a practical field for data science application.

Fraud is often perceived differently depending on the organizational lens. CIAM 

fraud may involve operational pain points like account takeovers or fake 

accounts, while workforce fraud often deals with severe incidents like 

ransomware. This variation in perspective creates communication challenges, as 

identity teams must juggle transactional fraud (typically associated with CIAM) 

and identity fraud, which many businesses still do not actively measure.

In an ideal setup, identity fraud would be a recognized and tracked set of metrics, 

given identity's foundational role in triggering many security events. As AI tools 

become more accessible and capable, identity-driven security incidents are 

expected to grow, underlining the importance of integrating identity, security, 

and fraud detection as cohesive functions within organizations.

 

AI in IAM: Strategic 
Implications and Challenges
AI is increasingly embedded in IAM, driving automation in threat detection, 

access management, and fraud prevention. However, while AI has the potential 

to transform IAM by reducing manual analysis and enabling more proactive 

security, its integration raises important strategic and operational questions. 

From the complexity of interpreting AI outputs to the need for regulatory 

alignment, IAM teams must carefully navigate the evolving role of AI in security 

and identity management.

Core Insights:

• AI Requires Human Expertise for Contextual Interpretation: While AI can 

identify patterns, human practitioners are essential to apply contextual 

understanding and make nuanced decisions.

• Regulatory Compliance Demands Transparency in AI Decisions: Industries 

with strict regulatory oversight face challenges in explaining AI-driven 

decisions, especially in cases involving access denial.

• Organizational Alignment is Essential for Effective AI Implementation: Clear 

ownership and collaboration between IAM, security, and data science teams 

are critical to maximize AI’s potential.

• Building vs. Buying AI Models Reflects Broader Strategic Goals: Organizations 

must assess whether AI is a core differentiator or if standard solutions meet 

their IAM needs.

AI’s integration into IAM is transforming how organizations approach identity 

management, particularly in terms of speed and scale. However, while AI’s ability 

to automate pattern recognition is valuable, it requires skilled practitioners to 

interpret and apply these insights effectively. AI can signal potentially risky 

behavior but lacks the contextual awareness that IAM teams bring to 

decision-making. This highlights the need for workflows where AI augments 

human expertise rather than replacing it.

Regulatory and ethical complexities add layers of challenge, especially in highly 

regulated industries. Unlike deterministic IAM rules, AI often operates with 

probabilistic models that can lack explainability. This “black-box” nature poses 

hurdles, particularly when an AI-driven denial of access may raise sensitive 

ethical and compliance concerns. Therefore, as organizations integrate AI, they 

must establish frameworks that allow human oversight and ensure transparency 

in AI processes. Developing this capability proactively will be essential as 

regulatory expectations around AI evolve over the next several years.

Organizational structure also plays a critical role in AI’s success within IAM. 

Organizations with “undifferentiated capabilities”—where responsibilities across 

data analysis, security, and fraud detection are shared among various 

teams—may struggle to use AI effectively. Specialized IAM expertise is essential 

to interpret AI-driven insights accurately, and clear ownership of AI 

implementation within IAM, security, and data science functions is vital for 

cohesive, accountable AI deployment. As AI’s role grows, IAM leaders must invest 

in cross-functional collaboration and clearly defined roles.

“AI is an evolution for BI. It is more automation of BI, 
and it has to help because there is too much data 

otherwise. We don't yet see AI bringing that insight, 
though; it brings a representation of what the data 

is saying. It brings a representation of what the 
data is saying.”

Another strategic consideration is whether to build or buy AI solutions. 

Organizations that see AI as a competitive differentiator may prioritize in-house 

development to tailor solutions to their specific needs. This path requires 

significant investment in talent and resources but offers flexibility and 

customization. Alternatively, some companies may find that off-the-shelf 

solutions suffice for their AI needs, trading customization for speed and reduced 

cost. Both approaches present trade-offs, and organizations should evaluate their 

long-term IAM strategy to decide which path aligns with their business goals.

AI’s potential in IAM is immense but requires a careful approach to ensure 

compliance, accountability, and strategic alignment. By using AI as a tool to 

enhance human expertise rather than replace it, organizations can realize the 

benefits of automation while maintaining the control necessary for complex, 

high-stakes identity management tasks.

 

Governance of Digital 
Wallets and National IDs
Governance around digital wallets and national IDs, two items that are difficult to 

cleanly separate, remains fragmented, particularly in regions without unified 

digital identity standards. The participants’ concerns included privacy, cross-border 

interoperability, and potential overreach by wallet providers. The thought is that if 

we design the interfaces and specifications poorly, individuals will share more 

personal data than ever before. This was captured in a Formal Objection offered by 

the browser vendor, Brave, an organization that indicated concern regarding the 

W3C standardizing an API for digital credentials (note: Brave was not a participant 

in The Identity Salon). The American Civil Liberties Union (ACLU) wrote a report, 

“ACLU Digital ID State Legislative Recommendations,” noting a similar concern but 

suggesting further work would increase the safety in this space. If we design those 

same interfaces and specifications well, it allows a new level of control that is 

currently seriously lacking.

Challenges:

• Lack of Cohesive Policy Framework in the U.S.: Unlike the EU, the U.S. lacks a 

single guiding framework for digital wallets, leaving regulatory gaps in privacy 

and interoperability.

• Privacy vs. Functionality: Balancing these can be difficult, especially in 

ecosystems with multiple stakeholders and interests, from government 

entities to private wallet providers.

• Standardization Issues: Large wallet providers often diverge in their 

approaches, creating friction that could inhibit user adoption and hinder 

regulatory compliance.

 Future Directions and 
Recommendations for The 
Identity Salon
Structured Conversations: Attendees suggested that future Identity Salons could 

benefit from more defined outcomes and structured sessions, perhaps with 

predetermined themes that build on prior discussions.

Collaboration Models: Given the cross-functional insights shared, the Salon could 

consider formal partnerships with academic institutions, industry groups, and 

vendor-neutral organizations to encourage broader dialogue.

The Identity Salon’s first summit revealed foundational insights into the evolving 

digital identity landscape, emphasizing collaboration, innovation, and standards 

development. To maintain momentum and relevance, next steps could include:

• Research Partnerships: Formalize partnerships with academic institutions to 

pursue research in identified areas, including digital estate management and 

fraud detection.

• Publication Strategy: Create a series of industry-facing reports or white 

papers from each Salon event to drive thought leadership.

• Recurring Sessions: Organize two in-person Identity Salons annually with 

interspersed virtual meetings to sustain engagement.

Conclusion
The Identity Salon proved to be a valuable starting point for open, cross-functional 

dialogue on the future of digital identity. Attendees had a unique opportunity to 

dig into the challenges and changes they’re seeing—from the need for clearer 

organizational roles in IAM to the tricky balance between AI’s potential and the 

necessity for human oversight. There was a clear call for better collaboration across 

departments and new ways to tackle these big issues together.

As The Identity Salon grows, there’s an opportunity to add more structure to 

future discussions, giving space to build on themes from previous salons and 

deepen the conversation. Engaging voices from across the identity 

landscape—including academia, industry, and policy—will only strengthen this 

forum. By creating a collaborative, solutions-oriented community, The Identity 

Salon can be a real catalyst for innovation and change in identity and access 

management.

The Identity Salon is shaping up to be a critical space for tackling the complex 

issues of digital identity in a way that’s collaborative, candid, and forward-looking. 

With continued momentum, this forum can help bridge different perspectives, 

support meaningful progress, and provide practical insights for those navigating 

the evolving identity landscape.

About The Identity Salon
The Identity Salon™ provides a unique, exclusive environment where seasoned 

digital identity architects, technical standards experts, and researchers can 

engage in meaningful, protected conversations. Limited in size to foster genuine 

connections, this gathering allows experienced professionals to dive into 

complex, long-term challenges with peers who understand the depth and 

breadth of identity’s impact.

We host the Identity Salon under the Chatham House Rule, facilitating candid 

dialogue that often isn’t possible in larger, more public settings. Participants have 

the rare opportunity to explore the ‘5-year problems’ in identity, share leading 

practices, and discuss emerging approaches with like-minded experts. Our aim is 

to bridge the gap between academic and industry research and real-world 

practice, connecting public and private sectors to advance knowledge and drive 

practical solutions.

Why do we do this? As identity becomes mainstream, industry events are 

increasingly geared toward newer practitioners, leaving few spaces for seasoned 

professionals to collaborate on advanced issues. The Identity Salon fills that gap. 

After each event, we publish post-event reports that summarize discussions and 

insights, ensuring our conversations have a lasting impact on the field.

The Identity Salon is conceived and curated by:

Heather Flanagan, Principal at Spherical Cow Consulting, 

who comes from a position that the Internet is led by 

people, powered by words, and inspired by technology. She 

has been involved in leadership roles with some of the most 

technical, volunteer-driven organizations on the Internet, 

including IDPro as Executive Director and Principal Editor; 

the OpenID Foundation as Lead Editor; the IETF,  IAB, and 

the IRTF as RFC Series Editor; ICANN as Technical Writer; and 

REFEDS as Coordinator, just to name a few.

Ian Glazer, the founder and president of Weave Identity – 

an advisory services firm. Prior to founding Weave, Ian was 

the Senior Vice President for Identity Product Management 

at Salesforce. His responsibilities include leading the 

product management team, product strategy and identity 

standards work. Earlier in his career, Ian was a research vice 

president and agenda manager on the Identity and Privacy 

Strategies team at Gartner, where he oversaw the entire 

team’s research. He is a Board Emeritus and the co-founder 

of IDPro, and works to deliver more services and value to the 

IDPro membership, raise funds for the organization, and 

help identity management professionals learn from one 

another. Ian is also a Board of Directors member and 

cofounder of the Digital Identity Advancement Foundation, 

focusing on removing financial barriers to participation in 

the digital identity industry. During his career in the identity 

industry, he has co-authored a patent on federated user 

provisioning, co-authored and contributed to user 

provisioning specifications, is a noted blogger, speaker, and 

photographer of his socks. 

Andrew Hindle, an independent consultant focusing on 

digital identity, cyber security, privacy, and corporate 

governance, through Hindle Consulting Limited. Andrew is 

the Identiverse Conference Chair, and serves as a member 

of the board at Curity and at Kantara. He has over 25 years' 

experience in the software industry in a range of technical 

sales, pre-sales, product marketing, business development 

and corporate governance roles. He maintains CIPP/E, CIPM 

and CIPT privacy certifications with the IAPP; a CIDPRO 

certification from IDPro; and holds a BA in Oriental Studies 

(Japanese) from Oxford University and an advanced 

professional diploma in corporate governance. Outside of 

the world of identity, Andrew is Chair of Trustees for his local 

scouting group, rides regularly with a local road cycling 

group, and plays keyboard, guitar and bassoon (not at the 

same time) with more enthusiasm than skill, and for an 

audience of one. Andrew is based in the UK.
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This only applies to U.S. states; the RUFADAA is not something that has been 

adopted more broadly. It is also worth noting that it does not cover all the digital 

assets the participants of The Identity Salon identified during our discussion. It is, 

however, an interesting place to start considering a more standardized 

regulatory approach.

Moving to another part of the world, Prashant Mali and Aswathy Prakash G., 

wrote "Death in the era of perpetual digital afterlife: digital assets, posthumous 

legacy, ownership and its legal implications,” published in 2019 through the 

National Law School Journal (NLSJ) at the National Law School of India University.   

These authors, as with many others, focus on defining what constitutes digital 

assets and expands that definition quite a bit. 

• Personal Digital Assets: emails, documents, photos, videos, contacts, loyalty 

reward points

• Financial Digital Assets: online banking data, associated usernames and 

passwords, records of online financial transactions, investments, virtual 

properties, goods of value traded in online gaming platforms, e-wallets 

payments given for online gambling, digital, virtual and crypto currencies like 

Bitcoin, Ether (ETH).

• Professional Digital Assets: domain names, official email accounts, social 

media handles, blog and web content, visual content and other content 

management system (CMS) used, customer database of online businesses, 

auction sites, etc.

• Technical Digital Assets: passwords for various digital services, computer 

networks, device backup logs: both local and cloud based, web hosting 

services, software projects: both enterprise and individual, etc.

It goes another step, however, and considers issues of identity theft and 

copyright violations of deceased user’s accounts. The non-closure of accounts 

leads to the possibility of account takeover in a way that leaves no one (except 

the attacker) the wiser. Laws may protect legal heirs from liability, but the 

considerations go beyond liability; emotional and mental well-being are also an 

issue. This is definitely a paper to review if you are further interested in the topic.

There is quite a bit more written by scholars and researchers, but what laws and 

regulations exist continue to build off of the precedent of physical assets and 

succession laws. Unfortunately, what works for physical assets does not always 

work for digital ones, leaving some significant gaps both in the laws and in the 

technology needed to support those laws.  

Convergence of Identity 
and Security
Hypothesis: The role of the CIO is going away, and the functions are either being 

split into a COO capacity and the CISO function, defending the operations of the 

organization. Identity as a function is being split between the COO (e.g., 

operational aspects of doling out access, recovery, helpdesk) and the CISO 

teams defending the organization's digital assets. The convergence is becoming 

more of a fracture. Discuss!

Identity’s positioning within organizational structures (e.g., within security vs. 

operations) reflects ongoing debates about its role as both a security mechanism 

and a usability enabler. The question for the group was whether the CIO role is 

declining in prominence and authority,  with responsibilities increasingly divided 

between a COO capacity and the CISO function. If this is indeed true, we may 

observe that the identity management function itself starts to fracture: 

operational tasks (e.g., access provisioning, recovery, helpdesk support) migrate 

under COO oversight, while security-related identity functions are moving into 

the domain of security teams focused on defending organizational operations.

Challenges Identified:

• Organizational Fragmentation: In many companies, identity roles are divided 

between IT operations and security, which can lead to conflicting priorities.

• Usability vs. Security Balance: High-security requirements often compromise user 

experience, while user-centric designs may inadvertently weaken security.

• Identity in Fraud Detection: Fraud detection and identity verification overlap 

significantly in CIAM (Customer Identity and Access Management), raising 

questions about how identity should integrate with anti-fraud measures.

In one participating organization, a clear demarcation exists between 

engineering and operations within identity management. Mature, documented 

processes (e.g., password resets) are assigned to operations, while engineering 

handles more complex or evolving challenges, such as onboarding non-human 

identities (NHIs) and resolving legacy and/or non-standard application 

integration issues. Although there was some discussion around folding certain 

security operations into identity, the organization chose not to make this 

integration, citing the need to ensure rapid, specialized responses when 

anomalies occur. This model, which may not be appropriate for all organizations, 

emphasizes the importance of differentiating administrative tasks from 

real-time, engineering-driven requirements. It may also lose sight of important 

patterns that would influence the direction of the engineering team’s responses. 

Divergent Perspectives on Identity’s Place in 
Security and Enablement
The convergence of identity and security is divisive among professionals. On one 

side, some participants argued that identity is fundamentally a security function, 

asserting that enabling secure, usable experiences is essential to protecting the 

enterprise. Others expressed concern that merging identity and security risks 

transforming identity into a restrictive "business prevention department," 

potentially subsuming identity’s enablement goals within security's protection 

mandate. Achieving an effective balance between risk mitigation and business 

enablement remains an ongoing challenge.

Observations on Industry Practices and 
Organizational Structure
Participants shared experiences illustrating a wide range of approaches to the 

convergence of identity and security. Some organizations have established IAM 

Centers of Excellence (CoEs) to encourage business alignment with identity 

functions, although these efforts can face challenges when identity and security 

teams operate independently. Another approach sees identity integrated directly 

within the security organization, where identity becomes a crucial support function 

for security analysts monitoring access patterns and responding to incidents.

Notably, security operations often lack experience with identity management 

responsibilities beyond their own tools, leading to disconnects. This separation 

can create gaps in both communication and action, as security teams may lack 

familiarity with identity-focused systems (e.g., Identity Governance and 

Administration systems) that are key to data protection.

CIAM vs. Workforce Identity – Unique but 
Interrelated Requirements
Customer Identity and Access Management (CIAM) is often viewed separately 

from workforce identity, though some organizations are beginning to integrate 

these areas. CIAM tends to prioritize user enablement and frictionless access, 

while workforce identity can enforce stricter security controls. Organizations that 

include CIAM under the identity team report challenges in aligning it with 

security, particularly in industries where fraud and compliance are major drivers 

of identity security. Fraud prevention practices, which vary widely across CIAM 

and workforce identity, are typically split among different teams, such as 

marketing, compliance, and security, leading to further fragmentation.

AI’s Role in Identity Convergence
AI is expected to accelerate identity-security convergence by enabling automated 

responses and fraud detection across diverse identity use cases. While AI can 

uncover patterns within vast datasets, it still requires human oversight to interpret 

these patterns and implement meaningful controls. Participants discussed AI’s 

potential to shift identity practices from reactive to proactive, providing security 

insights based on identity patterns. However, concerns remain about how AI fits 

into regulated environments, where transparency and accountability are 

paramount. This area is still very much open to interpretation and discussion as AI 

regulations are just rolling out around the world.

Performance Culture and the Need for 
Cross-Functional Collaboration
Finally, participants raised concerns that organizational performance 

culture—characterized by metrics-driven evaluation and departmental 

silos—can hinder effective collaboration between identity, security, and 

operations teams. Identity often lacks financial KPIs and is held accountable for 

security outcomes without the resources or cross-functional coordination 

required for success. Establishing identity as a foundational service, rather than 

a bottom-line-driven function, could foster a more cooperative, integrated 

approach to identity and security.

 

Identity Fraud Detection
Issues of fraud detection, particularly given concerns that Artificial Intelligence 

(AI) is driving a rise in fraud, was another critical discussion area. AI, however, can 

also enhance fraud prevention even as it brings challenges in terms of ethical 

regulation and data governance. 

Core Insights:

• Differing Needs for CIAM vs. Workforce Identity: While AI-driven fraud 

detection is increasingly crucial for CIAM, workforce identity has different 

requirements, necessitating distinct AI applications.

• Real-Time Analysis and Regulatory Compliance: AI models need to be both 

responsive and compliant with privacy regulations, which presents a unique 

challenge given the often intrusive nature of fraud detection technologies.

• Data Science Integration in Fraud Detection: The involvement of data scientists 

in fraud detection varies across organizations. Some companies have successfully 

integrated data science expertise to correlate seemingly unrelated fraud events 

across different departments. Others lack this resource, leading to gaps in 

detection and response. Collaborations with academic institutions could help 

bridge this gap by providing access to data science talent through internships and 

practical research opportunities.

Fraud detection within organizations is a complex and often siloed discipline, 

drawing on expertise from across various teams. Fraud teams tend to operate 

independently, with practitioners specializing in specific areas of fraud but not 

always in close coordination with identity or security teams. This siloed approach 

can lead to missed insights and fragmented responses to fraud incidents.

“We know what identity fraud is, but we don’t 
always recognize it when we see it. There is so 

much data and so much to monitor; fraud patterns 
don’t make themselves known easily. It’s the 

post-incident response that lets you tie the data to 
what happened. More insight into what happens 

would be great.”

In one non-profit organization, for example, Know Your Customer (KYC) processes 

were managed by a team that had never engaged with the team responsible for 

authentication. With the addition of fraud-focused personnel, organizations are 

now seeing a need for these traditionally separate groups to collaborate more 

closely. However, a recurring issue is that many individuals performing 

identity-related tasks don’t recognize that they are, in fact, handling aspects of 

identity. This lack of awareness means they miss out on established best 

practices within the field, especially in customer identity and access 

management (CIAM), where the need for cross-functional understanding is even 

more pronounced.

Fraud in CIAM and workforce identity takes on distinct characteristics. Fraud in CIAM 

may inflate certain business metrics—such as in cases involving synthetic accounts, 

which can make growth appear stronger than it is. Fraud types such as Bitcoin 

mining in CIAM or ransomware targeting the workforce immediately capture 

executive attention, particularly among Chief Marketing Officers (CMOs) who are 

drawn into security concerns through issues like brand threats from deepfakes.

Another challenge is the disconnect between how various departments handle 

fraud. Fraud teams often focus on operational expenditures (OpEx) and 

monetary losses, overlooking non-monetary impacts like identity threats or 

brand damage. Security teams primarily monitor application vulnerabilities, not 

always extending their view to identity threats. Consequently, it’s often left to the 

identity team to connect these diverse threads of fraud. Post-incident response 

typically becomes the moment when these disparate elements are tied together, 

prompting questions about how the initial exploitation occurred. Policy-driven 

decisions made by previous employees resurface, and identity teams are often 

held responsible for tracing the root cause.

This disjointed approach to fraud detection points to a larger organizational issue. 

Identity teams, one of the few without OpEx-driven KPIs, are frequently accountable 

for overarching outcomes without the budget or authority to act proactively. It 

highlights the need for a cultural shift where identity and fraud detection are seen as 

intertwined responsibilities requiring shared goals and collaboration.

The role of data scientists in fraud detection remains a point of interest. Some 

organizations have begun to integrate data science expertise to link seemingly 

unrelated events across departments, but others lack this resource. Collaboration 

with academic institutions could present an opportunity to bridge this gap, 

offering interns and researchers a practical field for data science application.

Fraud is often perceived differently depending on the organizational lens. CIAM 

fraud may involve operational pain points like account takeovers or fake 

accounts, while workforce fraud often deals with severe incidents like 

ransomware. This variation in perspective creates communication challenges, as 

identity teams must juggle transactional fraud (typically associated with CIAM) 

and identity fraud, which many businesses still do not actively measure.

In an ideal setup, identity fraud would be a recognized and tracked set of metrics, 

given identity's foundational role in triggering many security events. As AI tools 

become more accessible and capable, identity-driven security incidents are 

expected to grow, underlining the importance of integrating identity, security, 

and fraud detection as cohesive functions within organizations.

 

AI in IAM: Strategic 
Implications and Challenges
AI is increasingly embedded in IAM, driving automation in threat detection, 

access management, and fraud prevention. However, while AI has the potential 

to transform IAM by reducing manual analysis and enabling more proactive 

security, its integration raises important strategic and operational questions. 

From the complexity of interpreting AI outputs to the need for regulatory 

alignment, IAM teams must carefully navigate the evolving role of AI in security 

and identity management.

Core Insights:

• AI Requires Human Expertise for Contextual Interpretation: While AI can 

identify patterns, human practitioners are essential to apply contextual 

understanding and make nuanced decisions.

• Regulatory Compliance Demands Transparency in AI Decisions: Industries 

with strict regulatory oversight face challenges in explaining AI-driven 

decisions, especially in cases involving access denial.

• Organizational Alignment is Essential for Effective AI Implementation: Clear 

ownership and collaboration between IAM, security, and data science teams 

are critical to maximize AI’s potential.

• Building vs. Buying AI Models Reflects Broader Strategic Goals: Organizations 

must assess whether AI is a core differentiator or if standard solutions meet 

their IAM needs.

AI’s integration into IAM is transforming how organizations approach identity 

management, particularly in terms of speed and scale. However, while AI’s ability 

to automate pattern recognition is valuable, it requires skilled practitioners to 

interpret and apply these insights effectively. AI can signal potentially risky 

behavior but lacks the contextual awareness that IAM teams bring to 

decision-making. This highlights the need for workflows where AI augments 

human expertise rather than replacing it.

Regulatory and ethical complexities add layers of challenge, especially in highly 

regulated industries. Unlike deterministic IAM rules, AI often operates with 

probabilistic models that can lack explainability. This “black-box” nature poses 

hurdles, particularly when an AI-driven denial of access may raise sensitive 

ethical and compliance concerns. Therefore, as organizations integrate AI, they 

must establish frameworks that allow human oversight and ensure transparency 

in AI processes. Developing this capability proactively will be essential as 

regulatory expectations around AI evolve over the next several years.

Organizational structure also plays a critical role in AI’s success within IAM. 

Organizations with “undifferentiated capabilities”—where responsibilities across 

data analysis, security, and fraud detection are shared among various 

teams—may struggle to use AI effectively. Specialized IAM expertise is essential 

to interpret AI-driven insights accurately, and clear ownership of AI 

implementation within IAM, security, and data science functions is vital for 

cohesive, accountable AI deployment. As AI’s role grows, IAM leaders must invest 

in cross-functional collaboration and clearly defined roles.

“AI is an evolution for BI. It is more automation of BI, 
and it has to help because there is too much data 

otherwise. We don't yet see AI bringing that insight, 
though; it brings a representation of what the data 

is saying. It brings a representation of what the 
data is saying.”

Another strategic consideration is whether to build or buy AI solutions. 

Organizations that see AI as a competitive differentiator may prioritize in-house 

development to tailor solutions to their specific needs. This path requires 

significant investment in talent and resources but offers flexibility and 

customization. Alternatively, some companies may find that off-the-shelf 

solutions suffice for their AI needs, trading customization for speed and reduced 

cost. Both approaches present trade-offs, and organizations should evaluate their 

long-term IAM strategy to decide which path aligns with their business goals.

AI’s potential in IAM is immense but requires a careful approach to ensure 

compliance, accountability, and strategic alignment. By using AI as a tool to 

enhance human expertise rather than replace it, organizations can realize the 

benefits of automation while maintaining the control necessary for complex, 

high-stakes identity management tasks.

 

Governance of Digital 
Wallets and National IDs
Governance around digital wallets and national IDs, two items that are difficult to 

cleanly separate, remains fragmented, particularly in regions without unified 

digital identity standards. The participants’ concerns included privacy, cross-border 

interoperability, and potential overreach by wallet providers. The thought is that if 

we design the interfaces and specifications poorly, individuals will share more 

personal data than ever before. This was captured in a Formal Objection offered by 

the browser vendor, Brave, an organization that indicated concern regarding the 

W3C standardizing an API for digital credentials (note: Brave was not a participant 

in The Identity Salon). The American Civil Liberties Union (ACLU) wrote a report, 

“ACLU Digital ID State Legislative Recommendations,” noting a similar concern but 

suggesting further work would increase the safety in this space. If we design those 

same interfaces and specifications well, it allows a new level of control that is 

currently seriously lacking.

Challenges:

• Lack of Cohesive Policy Framework in the U.S.: Unlike the EU, the U.S. lacks a 

single guiding framework for digital wallets, leaving regulatory gaps in privacy 

and interoperability.

• Privacy vs. Functionality: Balancing these can be difficult, especially in 

ecosystems with multiple stakeholders and interests, from government 

entities to private wallet providers.

• Standardization Issues: Large wallet providers often diverge in their 

approaches, creating friction that could inhibit user adoption and hinder 

regulatory compliance.

 Future Directions and 
Recommendations for The 
Identity Salon
Structured Conversations: Attendees suggested that future Identity Salons could 

benefit from more defined outcomes and structured sessions, perhaps with 

predetermined themes that build on prior discussions.

Collaboration Models: Given the cross-functional insights shared, the Salon could 

consider formal partnerships with academic institutions, industry groups, and 

vendor-neutral organizations to encourage broader dialogue.

The Identity Salon’s first summit revealed foundational insights into the evolving 

digital identity landscape, emphasizing collaboration, innovation, and standards 

development. To maintain momentum and relevance, next steps could include:

• Research Partnerships: Formalize partnerships with academic institutions to 

pursue research in identified areas, including digital estate management and 

fraud detection.

• Publication Strategy: Create a series of industry-facing reports or white 

papers from each Salon event to drive thought leadership.

• Recurring Sessions: Organize two in-person Identity Salons annually with 

interspersed virtual meetings to sustain engagement.

Conclusion
The Identity Salon proved to be a valuable starting point for open, cross-functional 

dialogue on the future of digital identity. Attendees had a unique opportunity to 

dig into the challenges and changes they’re seeing—from the need for clearer 

organizational roles in IAM to the tricky balance between AI’s potential and the 

necessity for human oversight. There was a clear call for better collaboration across 

departments and new ways to tackle these big issues together.

As The Identity Salon grows, there’s an opportunity to add more structure to 

future discussions, giving space to build on themes from previous salons and 

deepen the conversation. Engaging voices from across the identity 

landscape—including academia, industry, and policy—will only strengthen this 

forum. By creating a collaborative, solutions-oriented community, The Identity 

Salon can be a real catalyst for innovation and change in identity and access 

management.

The Identity Salon is shaping up to be a critical space for tackling the complex 

issues of digital identity in a way that’s collaborative, candid, and forward-looking. 

With continued momentum, this forum can help bridge different perspectives, 

support meaningful progress, and provide practical insights for those navigating 

the evolving identity landscape.

About The Identity Salon
The Identity Salon™ provides a unique, exclusive environment where seasoned 

digital identity architects, technical standards experts, and researchers can 

engage in meaningful, protected conversations. Limited in size to foster genuine 

connections, this gathering allows experienced professionals to dive into 

complex, long-term challenges with peers who understand the depth and 

breadth of identity’s impact.

We host the Identity Salon under the Chatham House Rule, facilitating candid 

dialogue that often isn’t possible in larger, more public settings. Participants have 

the rare opportunity to explore the ‘5-year problems’ in identity, share leading 

practices, and discuss emerging approaches with like-minded experts. Our aim is 

to bridge the gap between academic and industry research and real-world 

practice, connecting public and private sectors to advance knowledge and drive 

practical solutions.

Why do we do this? As identity becomes mainstream, industry events are 

increasingly geared toward newer practitioners, leaving few spaces for seasoned 

professionals to collaborate on advanced issues. The Identity Salon fills that gap. 

After each event, we publish post-event reports that summarize discussions and 

insights, ensuring our conversations have a lasting impact on the field.

The Identity Salon is conceived and curated by:

Heather Flanagan, Principal at Spherical Cow Consulting, 

who comes from a position that the Internet is led by 

people, powered by words, and inspired by technology. She 

has been involved in leadership roles with some of the most 

technical, volunteer-driven organizations on the Internet, 

including IDPro as Executive Director and Principal Editor; 

the OpenID Foundation as Lead Editor; the IETF,  IAB, and 

the IRTF as RFC Series Editor; ICANN as Technical Writer; and 

REFEDS as Coordinator, just to name a few.

Ian Glazer, the founder and president of Weave Identity – 

an advisory services firm. Prior to founding Weave, Ian was 

the Senior Vice President for Identity Product Management 

at Salesforce. His responsibilities include leading the 

product management team, product strategy and identity 

standards work. Earlier in his career, Ian was a research vice 

president and agenda manager on the Identity and Privacy 

Strategies team at Gartner, where he oversaw the entire 

team’s research. He is a Board Emeritus and the co-founder 

of IDPro, and works to deliver more services and value to the 

IDPro membership, raise funds for the organization, and 

help identity management professionals learn from one 

another. Ian is also a Board of Directors member and 

cofounder of the Digital Identity Advancement Foundation, 

focusing on removing financial barriers to participation in 

the digital identity industry. During his career in the identity 

industry, he has co-authored a patent on federated user 

provisioning, co-authored and contributed to user 

provisioning specifications, is a noted blogger, speaker, and 

photographer of his socks. 

Andrew Hindle, an independent consultant focusing on 

digital identity, cyber security, privacy, and corporate 

governance, through Hindle Consulting Limited. Andrew is 

the Identiverse Conference Chair, and serves as a member 

of the board at Curity and at Kantara. He has over 25 years' 

experience in the software industry in a range of technical 

sales, pre-sales, product marketing, business development 

and corporate governance roles. He maintains CIPP/E, CIPM 

and CIPT privacy certifications with the IAPP; a CIDPRO 

certification from IDPro; and holds a BA in Oriental Studies 

(Japanese) from Oxford University and an advanced 

professional diploma in corporate governance. Outside of 

the world of identity, Andrew is Chair of Trustees for his local 

scouting group, rides regularly with a local road cycling 

group, and plays keyboard, guitar and bassoon (not at the 

same time) with more enthusiasm than skill, and for an 

audience of one. Andrew is based in the UK.
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This only applies to U.S. states; the RUFADAA is not something that has been 

adopted more broadly. It is also worth noting that it does not cover all the digital 

assets the participants of The Identity Salon identified during our discussion. It is, 

however, an interesting place to start considering a more standardized 

regulatory approach.

Moving to another part of the world, Prashant Mali and Aswathy Prakash G., 

wrote "Death in the era of perpetual digital afterlife: digital assets, posthumous 

legacy, ownership and its legal implications,” published in 2019 through the 

National Law School Journal (NLSJ) at the National Law School of India University.   

These authors, as with many others, focus on defining what constitutes digital 

assets and expands that definition quite a bit. 

• Personal Digital Assets: emails, documents, photos, videos, contacts, loyalty 

reward points

• Financial Digital Assets: online banking data, associated usernames and 

passwords, records of online financial transactions, investments, virtual 

properties, goods of value traded in online gaming platforms, e-wallets 

payments given for online gambling, digital, virtual and crypto currencies like 

Bitcoin, Ether (ETH).

• Professional Digital Assets: domain names, official email accounts, social 

media handles, blog and web content, visual content and other content 

management system (CMS) used, customer database of online businesses, 

auction sites, etc.

• Technical Digital Assets: passwords for various digital services, computer 

networks, device backup logs: both local and cloud based, web hosting 

services, software projects: both enterprise and individual, etc.

It goes another step, however, and considers issues of identity theft and 

copyright violations of deceased user’s accounts. The non-closure of accounts 

leads to the possibility of account takeover in a way that leaves no one (except 

the attacker) the wiser. Laws may protect legal heirs from liability, but the 

considerations go beyond liability; emotional and mental well-being are also an 

issue. This is definitely a paper to review if you are further interested in the topic.

There is quite a bit more written by scholars and researchers, but what laws and 

regulations exist continue to build off of the precedent of physical assets and 

succession laws. Unfortunately, what works for physical assets does not always 

work for digital ones, leaving some significant gaps both in the laws and in the 

technology needed to support those laws.  

Convergence of Identity 
and Security
Hypothesis: The role of the CIO is going away, and the functions are either being 

split into a COO capacity and the CISO function, defending the operations of the 

organization. Identity as a function is being split between the COO (e.g., 

operational aspects of doling out access, recovery, helpdesk) and the CISO 

teams defending the organization's digital assets. The convergence is becoming 

more of a fracture. Discuss!

Identity’s positioning within organizational structures (e.g., within security vs. 

operations) reflects ongoing debates about its role as both a security mechanism 

and a usability enabler. The question for the group was whether the CIO role is 

declining in prominence and authority,  with responsibilities increasingly divided 

between a COO capacity and the CISO function. If this is indeed true, we may 

observe that the identity management function itself starts to fracture: 

operational tasks (e.g., access provisioning, recovery, helpdesk support) migrate 

under COO oversight, while security-related identity functions are moving into 

the domain of security teams focused on defending organizational operations.

Challenges Identified:

• Organizational Fragmentation: In many companies, identity roles are divided 

between IT operations and security, which can lead to conflicting priorities.

• Usability vs. Security Balance: High-security requirements often compromise user 

experience, while user-centric designs may inadvertently weaken security.

• Identity in Fraud Detection: Fraud detection and identity verification overlap 

significantly in CIAM (Customer Identity and Access Management), raising 

questions about how identity should integrate with anti-fraud measures.

In one participating organization, a clear demarcation exists between 

engineering and operations within identity management. Mature, documented 

processes (e.g., password resets) are assigned to operations, while engineering 

handles more complex or evolving challenges, such as onboarding non-human 

identities (NHIs) and resolving legacy and/or non-standard application 

integration issues. Although there was some discussion around folding certain 

security operations into identity, the organization chose not to make this 

integration, citing the need to ensure rapid, specialized responses when 

anomalies occur. This model, which may not be appropriate for all organizations, 

emphasizes the importance of differentiating administrative tasks from 

real-time, engineering-driven requirements. It may also lose sight of important 

patterns that would influence the direction of the engineering team’s responses. 

Divergent Perspectives on Identity’s Place in 
Security and Enablement
The convergence of identity and security is divisive among professionals. On one 

side, some participants argued that identity is fundamentally a security function, 

asserting that enabling secure, usable experiences is essential to protecting the 

enterprise. Others expressed concern that merging identity and security risks 

transforming identity into a restrictive "business prevention department," 

potentially subsuming identity’s enablement goals within security's protection 

mandate. Achieving an effective balance between risk mitigation and business 

enablement remains an ongoing challenge.

Observations on Industry Practices and 
Organizational Structure
Participants shared experiences illustrating a wide range of approaches to the 

convergence of identity and security. Some organizations have established IAM 

Centers of Excellence (CoEs) to encourage business alignment with identity 

functions, although these efforts can face challenges when identity and security 

teams operate independently. Another approach sees identity integrated directly 

within the security organization, where identity becomes a crucial support function 

for security analysts monitoring access patterns and responding to incidents.

Notably, security operations often lack experience with identity management 

responsibilities beyond their own tools, leading to disconnects. This separation 

can create gaps in both communication and action, as security teams may lack 

familiarity with identity-focused systems (e.g., Identity Governance and 

Administration systems) that are key to data protection.

CIAM vs. Workforce Identity – Unique but 
Interrelated Requirements
Customer Identity and Access Management (CIAM) is often viewed separately 

from workforce identity, though some organizations are beginning to integrate 

these areas. CIAM tends to prioritize user enablement and frictionless access, 

while workforce identity can enforce stricter security controls. Organizations that 

include CIAM under the identity team report challenges in aligning it with 

security, particularly in industries where fraud and compliance are major drivers 

of identity security. Fraud prevention practices, which vary widely across CIAM 

and workforce identity, are typically split among different teams, such as 

marketing, compliance, and security, leading to further fragmentation.

AI’s Role in Identity Convergence
AI is expected to accelerate identity-security convergence by enabling automated 

responses and fraud detection across diverse identity use cases. While AI can 

uncover patterns within vast datasets, it still requires human oversight to interpret 

these patterns and implement meaningful controls. Participants discussed AI’s 

potential to shift identity practices from reactive to proactive, providing security 

insights based on identity patterns. However, concerns remain about how AI fits 

into regulated environments, where transparency and accountability are 
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paramount. This area is still very much open to interpretation and discussion as AI 

regulations are just rolling out around the world.

Performance Culture and the Need for 
Cross-Functional Collaboration
Finally, participants raised concerns that organizational performance 

culture—characterized by metrics-driven evaluation and departmental 

silos—can hinder effective collaboration between identity, security, and 

operations teams. Identity often lacks financial KPIs and is held accountable for 

security outcomes without the resources or cross-functional coordination 

required for success. Establishing identity as a foundational service, rather than 

a bottom-line-driven function, could foster a more cooperative, integrated 

approach to identity and security.

 

Identity Fraud Detection
Issues of fraud detection, particularly given concerns that Artificial Intelligence 

(AI) is driving a rise in fraud, was another critical discussion area. AI, however, can 

also enhance fraud prevention even as it brings challenges in terms of ethical 

regulation and data governance. 

Core Insights:

• Differing Needs for CIAM vs. Workforce Identity: While AI-driven fraud 

detection is increasingly crucial for CIAM, workforce identity has different 

requirements, necessitating distinct AI applications.

• Real-Time Analysis and Regulatory Compliance: AI models need to be both 

responsive and compliant with privacy regulations, which presents a unique 

challenge given the often intrusive nature of fraud detection technologies.

• Data Science Integration in Fraud Detection: The involvement of data scientists 

in fraud detection varies across organizations. Some companies have successfully 

integrated data science expertise to correlate seemingly unrelated fraud events 

across different departments. Others lack this resource, leading to gaps in 

detection and response. Collaborations with academic institutions could help 

bridge this gap by providing access to data science talent through internships and 

practical research opportunities.

Fraud detection within organizations is a complex and often siloed discipline, 

drawing on expertise from across various teams. Fraud teams tend to operate 

independently, with practitioners specializing in specific areas of fraud but not 

always in close coordination with identity or security teams. This siloed approach 

can lead to missed insights and fragmented responses to fraud incidents.

“We know what identity fraud is, but we don’t 
always recognize it when we see it. There is so 

much data and so much to monitor; fraud patterns 
don’t make themselves known easily. It’s the 

post-incident response that lets you tie the data to 
what happened. More insight into what happens 

would be great.”

In one non-profit organization, for example, Know Your Customer (KYC) processes 

were managed by a team that had never engaged with the team responsible for 

authentication. With the addition of fraud-focused personnel, organizations are 

now seeing a need for these traditionally separate groups to collaborate more 

closely. However, a recurring issue is that many individuals performing 

identity-related tasks don’t recognize that they are, in fact, handling aspects of 

identity. This lack of awareness means they miss out on established best 

practices within the field, especially in customer identity and access 

management (CIAM), where the need for cross-functional understanding is even 

more pronounced.

Fraud in CIAM and workforce identity takes on distinct characteristics. Fraud in CIAM 

may inflate certain business metrics—such as in cases involving synthetic accounts, 

which can make growth appear stronger than it is. Fraud types such as Bitcoin 

mining in CIAM or ransomware targeting the workforce immediately capture 

executive attention, particularly among Chief Marketing Officers (CMOs) who are 

drawn into security concerns through issues like brand threats from deepfakes.

Another challenge is the disconnect between how various departments handle 

fraud. Fraud teams often focus on operational expenditures (OpEx) and 

monetary losses, overlooking non-monetary impacts like identity threats or 

brand damage. Security teams primarily monitor application vulnerabilities, not 

always extending their view to identity threats. Consequently, it’s often left to the 

identity team to connect these diverse threads of fraud. Post-incident response 

typically becomes the moment when these disparate elements are tied together, 

prompting questions about how the initial exploitation occurred. Policy-driven 

decisions made by previous employees resurface, and identity teams are often 

held responsible for tracing the root cause.

This disjointed approach to fraud detection points to a larger organizational issue. 

Identity teams, one of the few without OpEx-driven KPIs, are frequently accountable 

for overarching outcomes without the budget or authority to act proactively. It 

highlights the need for a cultural shift where identity and fraud detection are seen as 

intertwined responsibilities requiring shared goals and collaboration.

The role of data scientists in fraud detection remains a point of interest. Some 

organizations have begun to integrate data science expertise to link seemingly 

unrelated events across departments, but others lack this resource. Collaboration 

with academic institutions could present an opportunity to bridge this gap, 

offering interns and researchers a practical field for data science application.

Fraud is often perceived differently depending on the organizational lens. CIAM 

fraud may involve operational pain points like account takeovers or fake 

accounts, while workforce fraud often deals with severe incidents like 

ransomware. This variation in perspective creates communication challenges, as 

identity teams must juggle transactional fraud (typically associated with CIAM) 

and identity fraud, which many businesses still do not actively measure.

In an ideal setup, identity fraud would be a recognized and tracked set of metrics, 

given identity's foundational role in triggering many security events. As AI tools 

become more accessible and capable, identity-driven security incidents are 

expected to grow, underlining the importance of integrating identity, security, 

and fraud detection as cohesive functions within organizations.

 

AI in IAM: Strategic 
Implications and Challenges
AI is increasingly embedded in IAM, driving automation in threat detection, 

access management, and fraud prevention. However, while AI has the potential 

to transform IAM by reducing manual analysis and enabling more proactive 

security, its integration raises important strategic and operational questions. 

From the complexity of interpreting AI outputs to the need for regulatory 

alignment, IAM teams must carefully navigate the evolving role of AI in security 

and identity management.

Core Insights:

• AI Requires Human Expertise for Contextual Interpretation: While AI can 

identify patterns, human practitioners are essential to apply contextual 

understanding and make nuanced decisions.

• Regulatory Compliance Demands Transparency in AI Decisions: Industries 

with strict regulatory oversight face challenges in explaining AI-driven 

decisions, especially in cases involving access denial.

• Organizational Alignment is Essential for Effective AI Implementation: Clear 

ownership and collaboration between IAM, security, and data science teams 

are critical to maximize AI’s potential.

• Building vs. Buying AI Models Reflects Broader Strategic Goals: Organizations 

must assess whether AI is a core differentiator or if standard solutions meet 

their IAM needs.

AI’s integration into IAM is transforming how organizations approach identity 

management, particularly in terms of speed and scale. However, while AI’s ability 

to automate pattern recognition is valuable, it requires skilled practitioners to 

interpret and apply these insights effectively. AI can signal potentially risky 

behavior but lacks the contextual awareness that IAM teams bring to 

decision-making. This highlights the need for workflows where AI augments 

human expertise rather than replacing it.

Regulatory and ethical complexities add layers of challenge, especially in highly 

regulated industries. Unlike deterministic IAM rules, AI often operates with 

probabilistic models that can lack explainability. This “black-box” nature poses 

hurdles, particularly when an AI-driven denial of access may raise sensitive 

ethical and compliance concerns. Therefore, as organizations integrate AI, they 

must establish frameworks that allow human oversight and ensure transparency 

in AI processes. Developing this capability proactively will be essential as 

regulatory expectations around AI evolve over the next several years.

Organizational structure also plays a critical role in AI’s success within IAM. 

Organizations with “undifferentiated capabilities”—where responsibilities across 

data analysis, security, and fraud detection are shared among various 

teams—may struggle to use AI effectively. Specialized IAM expertise is essential 

to interpret AI-driven insights accurately, and clear ownership of AI 

implementation within IAM, security, and data science functions is vital for 

cohesive, accountable AI deployment. As AI’s role grows, IAM leaders must invest 

in cross-functional collaboration and clearly defined roles.

“AI is an evolution for BI. It is more automation of BI, 
and it has to help because there is too much data 

otherwise. We don't yet see AI bringing that insight, 
though; it brings a representation of what the data 

is saying. It brings a representation of what the 
data is saying.”

Another strategic consideration is whether to build or buy AI solutions. 

Organizations that see AI as a competitive differentiator may prioritize in-house 

development to tailor solutions to their specific needs. This path requires 

significant investment in talent and resources but offers flexibility and 

customization. Alternatively, some companies may find that off-the-shelf 

solutions suffice for their AI needs, trading customization for speed and reduced 

cost. Both approaches present trade-offs, and organizations should evaluate their 

long-term IAM strategy to decide which path aligns with their business goals.

AI’s potential in IAM is immense but requires a careful approach to ensure 

compliance, accountability, and strategic alignment. By using AI as a tool to 

enhance human expertise rather than replace it, organizations can realize the 

benefits of automation while maintaining the control necessary for complex, 

high-stakes identity management tasks.

 

Governance of Digital 
Wallets and National IDs
Governance around digital wallets and national IDs, two items that are difficult to 

cleanly separate, remains fragmented, particularly in regions without unified 

digital identity standards. The participants’ concerns included privacy, cross-border 

interoperability, and potential overreach by wallet providers. The thought is that if 

we design the interfaces and specifications poorly, individuals will share more 

personal data than ever before. This was captured in a Formal Objection offered by 

the browser vendor, Brave, an organization that indicated concern regarding the 

W3C standardizing an API for digital credentials (note: Brave was not a participant 

in The Identity Salon). The American Civil Liberties Union (ACLU) wrote a report, 

“ACLU Digital ID State Legislative Recommendations,” noting a similar concern but 

suggesting further work would increase the safety in this space. If we design those 

same interfaces and specifications well, it allows a new level of control that is 

currently seriously lacking.

Challenges:

• Lack of Cohesive Policy Framework in the U.S.: Unlike the EU, the U.S. lacks a 

single guiding framework for digital wallets, leaving regulatory gaps in privacy 

and interoperability.

• Privacy vs. Functionality: Balancing these can be difficult, especially in 

ecosystems with multiple stakeholders and interests, from government 

entities to private wallet providers.

• Standardization Issues: Large wallet providers often diverge in their 

approaches, creating friction that could inhibit user adoption and hinder 

regulatory compliance.

 Future Directions and 
Recommendations for The 
Identity Salon
Structured Conversations: Attendees suggested that future Identity Salons could 

benefit from more defined outcomes and structured sessions, perhaps with 

predetermined themes that build on prior discussions.

Collaboration Models: Given the cross-functional insights shared, the Salon could 

consider formal partnerships with academic institutions, industry groups, and 

vendor-neutral organizations to encourage broader dialogue.

The Identity Salon’s first summit revealed foundational insights into the evolving 

digital identity landscape, emphasizing collaboration, innovation, and standards 

development. To maintain momentum and relevance, next steps could include:

• Research Partnerships: Formalize partnerships with academic institutions to 

pursue research in identified areas, including digital estate management and 

fraud detection.

• Publication Strategy: Create a series of industry-facing reports or white 

papers from each Salon event to drive thought leadership.

• Recurring Sessions: Organize two in-person Identity Salons annually with 

interspersed virtual meetings to sustain engagement.

Conclusion
The Identity Salon proved to be a valuable starting point for open, cross-functional 

dialogue on the future of digital identity. Attendees had a unique opportunity to 

dig into the challenges and changes they’re seeing—from the need for clearer 

organizational roles in IAM to the tricky balance between AI’s potential and the 

necessity for human oversight. There was a clear call for better collaboration across 

departments and new ways to tackle these big issues together.

As The Identity Salon grows, there’s an opportunity to add more structure to 

future discussions, giving space to build on themes from previous salons and 

deepen the conversation. Engaging voices from across the identity 

landscape—including academia, industry, and policy—will only strengthen this 

forum. By creating a collaborative, solutions-oriented community, The Identity 

Salon can be a real catalyst for innovation and change in identity and access 

management.

The Identity Salon is shaping up to be a critical space for tackling the complex 

issues of digital identity in a way that’s collaborative, candid, and forward-looking. 

With continued momentum, this forum can help bridge different perspectives, 

support meaningful progress, and provide practical insights for those navigating 

the evolving identity landscape.

About The Identity Salon
The Identity Salon™ provides a unique, exclusive environment where seasoned 

digital identity architects, technical standards experts, and researchers can 

engage in meaningful, protected conversations. Limited in size to foster genuine 

connections, this gathering allows experienced professionals to dive into 

complex, long-term challenges with peers who understand the depth and 

breadth of identity’s impact.

We host the Identity Salon under the Chatham House Rule, facilitating candid 

dialogue that often isn’t possible in larger, more public settings. Participants have 

the rare opportunity to explore the ‘5-year problems’ in identity, share leading 

practices, and discuss emerging approaches with like-minded experts. Our aim is 

to bridge the gap between academic and industry research and real-world 

practice, connecting public and private sectors to advance knowledge and drive 

practical solutions.

Why do we do this? As identity becomes mainstream, industry events are 

increasingly geared toward newer practitioners, leaving few spaces for seasoned 

professionals to collaborate on advanced issues. The Identity Salon fills that gap. 

After each event, we publish post-event reports that summarize discussions and 

insights, ensuring our conversations have a lasting impact on the field.
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technical, volunteer-driven organizations on the Internet, 

including IDPro as Executive Director and Principal Editor; 

the OpenID Foundation as Lead Editor; the IETF,  IAB, and 

the IRTF as RFC Series Editor; ICANN as Technical Writer; and 

REFEDS as Coordinator, just to name a few.
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This only applies to U.S. states; the RUFADAA is not something that has been 

adopted more broadly. It is also worth noting that it does not cover all the digital 

assets the participants of The Identity Salon identified during our discussion. It is, 

however, an interesting place to start considering a more standardized 

regulatory approach.

Moving to another part of the world, Prashant Mali and Aswathy Prakash G., 

wrote "Death in the era of perpetual digital afterlife: digital assets, posthumous 

legacy, ownership and its legal implications,” published in 2019 through the 

National Law School Journal (NLSJ) at the National Law School of India University.   

These authors, as with many others, focus on defining what constitutes digital 

assets and expands that definition quite a bit. 

• Personal Digital Assets: emails, documents, photos, videos, contacts, loyalty 

reward points

• Financial Digital Assets: online banking data, associated usernames and 

passwords, records of online financial transactions, investments, virtual 

properties, goods of value traded in online gaming platforms, e-wallets 

payments given for online gambling, digital, virtual and crypto currencies like 

Bitcoin, Ether (ETH).

• Professional Digital Assets: domain names, official email accounts, social 

media handles, blog and web content, visual content and other content 

management system (CMS) used, customer database of online businesses, 

auction sites, etc.

• Technical Digital Assets: passwords for various digital services, computer 

networks, device backup logs: both local and cloud based, web hosting 

services, software projects: both enterprise and individual, etc.

It goes another step, however, and considers issues of identity theft and 

copyright violations of deceased user’s accounts. The non-closure of accounts 

leads to the possibility of account takeover in a way that leaves no one (except 

the attacker) the wiser. Laws may protect legal heirs from liability, but the 

considerations go beyond liability; emotional and mental well-being are also an 

issue. This is definitely a paper to review if you are further interested in the topic.

There is quite a bit more written by scholars and researchers, but what laws and 

regulations exist continue to build off of the precedent of physical assets and 

succession laws. Unfortunately, what works for physical assets does not always 

work for digital ones, leaving some significant gaps both in the laws and in the 

technology needed to support those laws.  

Convergence of Identity 
and Security
Hypothesis: The role of the CIO is going away, and the functions are either being 

split into a COO capacity and the CISO function, defending the operations of the 

organization. Identity as a function is being split between the COO (e.g., 

operational aspects of doling out access, recovery, helpdesk) and the CISO 

teams defending the organization's digital assets. The convergence is becoming 

more of a fracture. Discuss!

Identity’s positioning within organizational structures (e.g., within security vs. 

operations) reflects ongoing debates about its role as both a security mechanism 

and a usability enabler. The question for the group was whether the CIO role is 

declining in prominence and authority,  with responsibilities increasingly divided 

between a COO capacity and the CISO function. If this is indeed true, we may 

observe that the identity management function itself starts to fracture: 

operational tasks (e.g., access provisioning, recovery, helpdesk support) migrate 

under COO oversight, while security-related identity functions are moving into 

the domain of security teams focused on defending organizational operations.

Challenges Identified:

• Organizational Fragmentation: In many companies, identity roles are divided 

between IT operations and security, which can lead to conflicting priorities.

• Usability vs. Security Balance: High-security requirements often compromise user 

experience, while user-centric designs may inadvertently weaken security.

• Identity in Fraud Detection: Fraud detection and identity verification overlap 

significantly in CIAM (Customer Identity and Access Management), raising 

questions about how identity should integrate with anti-fraud measures.

In one participating organization, a clear demarcation exists between 

engineering and operations within identity management. Mature, documented 

processes (e.g., password resets) are assigned to operations, while engineering 

handles more complex or evolving challenges, such as onboarding non-human 

identities (NHIs) and resolving legacy and/or non-standard application 

integration issues. Although there was some discussion around folding certain 

security operations into identity, the organization chose not to make this 

integration, citing the need to ensure rapid, specialized responses when 

anomalies occur. This model, which may not be appropriate for all organizations, 

emphasizes the importance of differentiating administrative tasks from 

real-time, engineering-driven requirements. It may also lose sight of important 

patterns that would influence the direction of the engineering team’s responses. 

Divergent Perspectives on Identity’s Place in 
Security and Enablement
The convergence of identity and security is divisive among professionals. On one 

side, some participants argued that identity is fundamentally a security function, 

asserting that enabling secure, usable experiences is essential to protecting the 

enterprise. Others expressed concern that merging identity and security risks 

transforming identity into a restrictive "business prevention department," 

potentially subsuming identity’s enablement goals within security's protection 

mandate. Achieving an effective balance between risk mitigation and business 

enablement remains an ongoing challenge.

Observations on Industry Practices and 
Organizational Structure
Participants shared experiences illustrating a wide range of approaches to the 

convergence of identity and security. Some organizations have established IAM 

Centers of Excellence (CoEs) to encourage business alignment with identity 

functions, although these efforts can face challenges when identity and security 

teams operate independently. Another approach sees identity integrated directly 

within the security organization, where identity becomes a crucial support function 

for security analysts monitoring access patterns and responding to incidents.

Notably, security operations often lack experience with identity management 

responsibilities beyond their own tools, leading to disconnects. This separation 

can create gaps in both communication and action, as security teams may lack 

familiarity with identity-focused systems (e.g., Identity Governance and 

Administration systems) that are key to data protection.

CIAM vs. Workforce Identity – Unique but 
Interrelated Requirements
Customer Identity and Access Management (CIAM) is often viewed separately 

from workforce identity, though some organizations are beginning to integrate 

these areas. CIAM tends to prioritize user enablement and frictionless access, 

while workforce identity can enforce stricter security controls. Organizations that 

include CIAM under the identity team report challenges in aligning it with 

security, particularly in industries where fraud and compliance are major drivers 

of identity security. Fraud prevention practices, which vary widely across CIAM 

and workforce identity, are typically split among different teams, such as 

marketing, compliance, and security, leading to further fragmentation.

AI’s Role in Identity Convergence
AI is expected to accelerate identity-security convergence by enabling automated 

responses and fraud detection across diverse identity use cases. While AI can 

uncover patterns within vast datasets, it still requires human oversight to interpret 

these patterns and implement meaningful controls. Participants discussed AI’s 

potential to shift identity practices from reactive to proactive, providing security 

insights based on identity patterns. However, concerns remain about how AI fits 

into regulated environments, where transparency and accountability are 

paramount. This area is still very much open to interpretation and discussion as AI 

regulations are just rolling out around the world.

Performance Culture and the Need for 
Cross-Functional Collaboration
Finally, participants raised concerns that organizational performance 

culture—characterized by metrics-driven evaluation and departmental 

silos—can hinder effective collaboration between identity, security, and 

operations teams. Identity often lacks financial KPIs and is held accountable for 

security outcomes without the resources or cross-functional coordination 

required for success. Establishing identity as a foundational service, rather than 

a bottom-line-driven function, could foster a more cooperative, integrated 

approach to identity and security.

 

Identity Fraud Detection
Issues of fraud detection, particularly given concerns that Artificial Intelligence 

(AI) is driving a rise in fraud, was another critical discussion area. AI, however, can 

also enhance fraud prevention even as it brings challenges in terms of ethical 

regulation and data governance. 

Core Insights:

• Differing Needs for CIAM vs. Workforce Identity: While AI-driven fraud 

detection is increasingly crucial for CIAM, workforce identity has different 

requirements, necessitating distinct AI applications.

• Real-Time Analysis and Regulatory Compliance: AI models need to be both 

responsive and compliant with privacy regulations, which presents a unique 

challenge given the often intrusive nature of fraud detection technologies.

• Data Science Integration in Fraud Detection: The involvement of data scientists 

in fraud detection varies across organizations. Some companies have successfully 

integrated data science expertise to correlate seemingly unrelated fraud events 

across different departments. Others lack this resource, leading to gaps in 

detection and response. Collaborations with academic institutions could help 

bridge this gap by providing access to data science talent through internships and 

practical research opportunities.

Fraud detection within organizations is a complex and often siloed discipline, 

drawing on expertise from across various teams. Fraud teams tend to operate 

independently, with practitioners specializing in specific areas of fraud but not 

always in close coordination with identity or security teams. This siloed approach 

can lead to missed insights and fragmented responses to fraud incidents.

“We know what identity fraud is, but we don’t 
always recognize it when we see it. There is so 

much data and so much to monitor; fraud patterns 
don’t make themselves known easily. It’s the 

post-incident response that lets you tie the data to 
what happened. More insight into what happens 

would be great.”

In one non-profit organization, for example, Know Your Customer (KYC) processes 

were managed by a team that had never engaged with the team responsible for 

authentication. With the addition of fraud-focused personnel, organizations are 

now seeing a need for these traditionally separate groups to collaborate more 

closely. However, a recurring issue is that many individuals performing 

identity-related tasks don’t recognize that they are, in fact, handling aspects of 

identity. This lack of awareness means they miss out on established best 

practices within the field, especially in customer identity and access 

management (CIAM), where the need for cross-functional understanding is even 

more pronounced.

Fraud in CIAM and workforce identity takes on distinct characteristics. Fraud in CIAM 

may inflate certain business metrics—such as in cases involving synthetic accounts, 

which can make growth appear stronger than it is. Fraud types such as Bitcoin 

mining in CIAM or ransomware targeting the workforce immediately capture 

executive attention, particularly among Chief Marketing Officers (CMOs) who are 

drawn into security concerns through issues like brand threats from deepfakes.

Another challenge is the disconnect between how various departments handle 

fraud. Fraud teams often focus on operational expenditures (OpEx) and 

monetary losses, overlooking non-monetary impacts like identity threats or 

brand damage. Security teams primarily monitor application vulnerabilities, not 

always extending their view to identity threats. Consequently, it’s often left to the 

identity team to connect these diverse threads of fraud. Post-incident response 

typically becomes the moment when these disparate elements are tied together, 

prompting questions about how the initial exploitation occurred. Policy-driven 

decisions made by previous employees resurface, and identity teams are often 

held responsible for tracing the root cause.

This disjointed approach to fraud detection points to a larger organizational issue. 

Identity teams, one of the few without OpEx-driven KPIs, are frequently accountable 

for overarching outcomes without the budget or authority to act proactively. It 

highlights the need for a cultural shift where identity and fraud detection are seen as 

intertwined responsibilities requiring shared goals and collaboration.

The role of data scientists in fraud detection remains a point of interest. Some 

organizations have begun to integrate data science expertise to link seemingly 

unrelated events across departments, but others lack this resource. Collaboration 

with academic institutions could present an opportunity to bridge this gap, 

offering interns and researchers a practical field for data science application.

Fraud is often perceived differently depending on the organizational lens. CIAM 

fraud may involve operational pain points like account takeovers or fake 

accounts, while workforce fraud often deals with severe incidents like 

ransomware. This variation in perspective creates communication challenges, as 

identity teams must juggle transactional fraud (typically associated with CIAM) 

and identity fraud, which many businesses still do not actively measure.

In an ideal setup, identity fraud would be a recognized and tracked set of metrics, 

given identity's foundational role in triggering many security events. As AI tools 

become more accessible and capable, identity-driven security incidents are 

expected to grow, underlining the importance of integrating identity, security, 

and fraud detection as cohesive functions within organizations.

 

AI in IAM: Strategic 
Implications and Challenges
AI is increasingly embedded in IAM, driving automation in threat detection, 

access management, and fraud prevention. However, while AI has the potential 

to transform IAM by reducing manual analysis and enabling more proactive 

security, its integration raises important strategic and operational questions. 

From the complexity of interpreting AI outputs to the need for regulatory 

alignment, IAM teams must carefully navigate the evolving role of AI in security 

and identity management.

Core Insights:

• AI Requires Human Expertise for Contextual Interpretation: While AI can 

identify patterns, human practitioners are essential to apply contextual 

understanding and make nuanced decisions.

• Regulatory Compliance Demands Transparency in AI Decisions: Industries 

with strict regulatory oversight face challenges in explaining AI-driven 

decisions, especially in cases involving access denial.

• Organizational Alignment is Essential for Effective AI Implementation: Clear 

ownership and collaboration between IAM, security, and data science teams 

are critical to maximize AI’s potential.

• Building vs. Buying AI Models Reflects Broader Strategic Goals: Organizations 

must assess whether AI is a core differentiator or if standard solutions meet 

their IAM needs.

AI’s integration into IAM is transforming how organizations approach identity 

management, particularly in terms of speed and scale. However, while AI’s ability 

to automate pattern recognition is valuable, it requires skilled practitioners to 

interpret and apply these insights effectively. AI can signal potentially risky 

behavior but lacks the contextual awareness that IAM teams bring to 

decision-making. This highlights the need for workflows where AI augments 

human expertise rather than replacing it.

Regulatory and ethical complexities add layers of challenge, especially in highly 

regulated industries. Unlike deterministic IAM rules, AI often operates with 

probabilistic models that can lack explainability. This “black-box” nature poses 

hurdles, particularly when an AI-driven denial of access may raise sensitive 

ethical and compliance concerns. Therefore, as organizations integrate AI, they 

must establish frameworks that allow human oversight and ensure transparency 

in AI processes. Developing this capability proactively will be essential as 

regulatory expectations around AI evolve over the next several years.

Organizational structure also plays a critical role in AI’s success within IAM. 

Organizations with “undifferentiated capabilities”—where responsibilities across 

data analysis, security, and fraud detection are shared among various 

teams—may struggle to use AI effectively. Specialized IAM expertise is essential 

to interpret AI-driven insights accurately, and clear ownership of AI 

implementation within IAM, security, and data science functions is vital for 

cohesive, accountable AI deployment. As AI’s role grows, IAM leaders must invest 

in cross-functional collaboration and clearly defined roles.

“AI is an evolution for BI. It is more automation of BI, 
and it has to help because there is too much data 

otherwise. We don't yet see AI bringing that insight, 
though; it brings a representation of what the data 

is saying. It brings a representation of what the 
data is saying.”

Another strategic consideration is whether to build or buy AI solutions. 

Organizations that see AI as a competitive differentiator may prioritize in-house 

development to tailor solutions to their specific needs. This path requires 

significant investment in talent and resources but offers flexibility and 

customization. Alternatively, some companies may find that off-the-shelf 

solutions suffice for their AI needs, trading customization for speed and reduced 

cost. Both approaches present trade-offs, and organizations should evaluate their 

long-term IAM strategy to decide which path aligns with their business goals.

AI’s potential in IAM is immense but requires a careful approach to ensure 

compliance, accountability, and strategic alignment. By using AI as a tool to 

enhance human expertise rather than replace it, organizations can realize the 
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benefits of automation while maintaining the control necessary for complex, 

high-stakes identity management tasks.

 

Governance of Digital 
Wallets and National IDs
Governance around digital wallets and national IDs, two items that are difficult to 

cleanly separate, remains fragmented, particularly in regions without unified 

digital identity standards. The participants’ concerns included privacy, cross-border 

interoperability, and potential overreach by wallet providers. The thought is that if 

we design the interfaces and specifications poorly, individuals will share more 

personal data than ever before. This was captured in a Formal Objection offered by 

the browser vendor, Brave, an organization that indicated concern regarding the 

W3C standardizing an API for digital credentials (note: Brave was not a participant 

in The Identity Salon). The American Civil Liberties Union (ACLU) wrote a report, 

“ACLU Digital ID State Legislative Recommendations,” noting a similar concern but 

suggesting further work would increase the safety in this space. If we design those 

same interfaces and specifications well, it allows a new level of control that is 

currently seriously lacking.

Challenges:

• Lack of Cohesive Policy Framework in the U.S.: Unlike the EU, the U.S. lacks a 

single guiding framework for digital wallets, leaving regulatory gaps in privacy 

and interoperability.

• Privacy vs. Functionality: Balancing these can be difficult, especially in 

ecosystems with multiple stakeholders and interests, from government 

entities to private wallet providers.

• Standardization Issues: Large wallet providers often diverge in their 

approaches, creating friction that could inhibit user adoption and hinder 

regulatory compliance.

 Future Directions and 
Recommendations for The 
Identity Salon
Structured Conversations: Attendees suggested that future Identity Salons could 

benefit from more defined outcomes and structured sessions, perhaps with 

predetermined themes that build on prior discussions.

Collaboration Models: Given the cross-functional insights shared, the Salon could 

consider formal partnerships with academic institutions, industry groups, and 

vendor-neutral organizations to encourage broader dialogue.

The Identity Salon’s first summit revealed foundational insights into the evolving 

digital identity landscape, emphasizing collaboration, innovation, and standards 

development. To maintain momentum and relevance, next steps could include:

• Research Partnerships: Formalize partnerships with academic institutions to 

pursue research in identified areas, including digital estate management and 

fraud detection.

• Publication Strategy: Create a series of industry-facing reports or white 

papers from each Salon event to drive thought leadership.

• Recurring Sessions: Organize two in-person Identity Salons annually with 

interspersed virtual meetings to sustain engagement.

Conclusion
The Identity Salon proved to be a valuable starting point for open, cross-functional 

dialogue on the future of digital identity. Attendees had a unique opportunity to 

dig into the challenges and changes they’re seeing—from the need for clearer 

organizational roles in IAM to the tricky balance between AI’s potential and the 

necessity for human oversight. There was a clear call for better collaboration across 

departments and new ways to tackle these big issues together.

As The Identity Salon grows, there’s an opportunity to add more structure to 

future discussions, giving space to build on themes from previous salons and 

deepen the conversation. Engaging voices from across the identity 

landscape—including academia, industry, and policy—will only strengthen this 

forum. By creating a collaborative, solutions-oriented community, The Identity 

Salon can be a real catalyst for innovation and change in identity and access 

management.

The Identity Salon is shaping up to be a critical space for tackling the complex 

issues of digital identity in a way that’s collaborative, candid, and forward-looking. 

With continued momentum, this forum can help bridge different perspectives, 

support meaningful progress, and provide practical insights for those navigating 

the evolving identity landscape.

About The Identity Salon
The Identity Salon™ provides a unique, exclusive environment where seasoned 

digital identity architects, technical standards experts, and researchers can 

engage in meaningful, protected conversations. Limited in size to foster genuine 

connections, this gathering allows experienced professionals to dive into 

complex, long-term challenges with peers who understand the depth and 

breadth of identity’s impact.

We host the Identity Salon under the Chatham House Rule, facilitating candid 

dialogue that often isn’t possible in larger, more public settings. Participants have 

the rare opportunity to explore the ‘5-year problems’ in identity, share leading 

practices, and discuss emerging approaches with like-minded experts. Our aim is 

to bridge the gap between academic and industry research and real-world 

practice, connecting public and private sectors to advance knowledge and drive 

practical solutions.

Why do we do this? As identity becomes mainstream, industry events are 

increasingly geared toward newer practitioners, leaving few spaces for seasoned 

professionals to collaborate on advanced issues. The Identity Salon fills that gap. 

After each event, we publish post-event reports that summarize discussions and 

insights, ensuring our conversations have a lasting impact on the field.

The Identity Salon is conceived and curated by:

Heather Flanagan, Principal at Spherical Cow Consulting, 

who comes from a position that the Internet is led by 

people, powered by words, and inspired by technology. She 

has been involved in leadership roles with some of the most 

technical, volunteer-driven organizations on the Internet, 

including IDPro as Executive Director and Principal Editor; 

the OpenID Foundation as Lead Editor; the IETF,  IAB, and 

the IRTF as RFC Series Editor; ICANN as Technical Writer; and 
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the digital identity industry. During his career in the identity 
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This only applies to U.S. states; the RUFADAA is not something that has been 

adopted more broadly. It is also worth noting that it does not cover all the digital 

assets the participants of The Identity Salon identified during our discussion. It is, 

however, an interesting place to start considering a more standardized 

regulatory approach.

Moving to another part of the world, Prashant Mali and Aswathy Prakash G., 

wrote "Death in the era of perpetual digital afterlife: digital assets, posthumous 

legacy, ownership and its legal implications,” published in 2019 through the 

National Law School Journal (NLSJ) at the National Law School of India University.   

These authors, as with many others, focus on defining what constitutes digital 

assets and expands that definition quite a bit. 

• Personal Digital Assets: emails, documents, photos, videos, contacts, loyalty 

reward points

• Financial Digital Assets: online banking data, associated usernames and 

passwords, records of online financial transactions, investments, virtual 

properties, goods of value traded in online gaming platforms, e-wallets 

payments given for online gambling, digital, virtual and crypto currencies like 

Bitcoin, Ether (ETH).

• Professional Digital Assets: domain names, official email accounts, social 

media handles, blog and web content, visual content and other content 

management system (CMS) used, customer database of online businesses, 

auction sites, etc.

• Technical Digital Assets: passwords for various digital services, computer 

networks, device backup logs: both local and cloud based, web hosting 

services, software projects: both enterprise and individual, etc.

It goes another step, however, and considers issues of identity theft and 

copyright violations of deceased user’s accounts. The non-closure of accounts 

leads to the possibility of account takeover in a way that leaves no one (except 

the attacker) the wiser. Laws may protect legal heirs from liability, but the 

considerations go beyond liability; emotional and mental well-being are also an 

issue. This is definitely a paper to review if you are further interested in the topic.

There is quite a bit more written by scholars and researchers, but what laws and 

regulations exist continue to build off of the precedent of physical assets and 

succession laws. Unfortunately, what works for physical assets does not always 

work for digital ones, leaving some significant gaps both in the laws and in the 

technology needed to support those laws.  

Convergence of Identity 
and Security
Hypothesis: The role of the CIO is going away, and the functions are either being 

split into a COO capacity and the CISO function, defending the operations of the 

organization. Identity as a function is being split between the COO (e.g., 

operational aspects of doling out access, recovery, helpdesk) and the CISO 

teams defending the organization's digital assets. The convergence is becoming 

more of a fracture. Discuss!

Identity’s positioning within organizational structures (e.g., within security vs. 

operations) reflects ongoing debates about its role as both a security mechanism 

and a usability enabler. The question for the group was whether the CIO role is 

declining in prominence and authority,  with responsibilities increasingly divided 

between a COO capacity and the CISO function. If this is indeed true, we may 

observe that the identity management function itself starts to fracture: 

operational tasks (e.g., access provisioning, recovery, helpdesk support) migrate 

under COO oversight, while security-related identity functions are moving into 

the domain of security teams focused on defending organizational operations.

Challenges Identified:

• Organizational Fragmentation: In many companies, identity roles are divided 

between IT operations and security, which can lead to conflicting priorities.

• Usability vs. Security Balance: High-security requirements often compromise user 

experience, while user-centric designs may inadvertently weaken security.

• Identity in Fraud Detection: Fraud detection and identity verification overlap 

significantly in CIAM (Customer Identity and Access Management), raising 

questions about how identity should integrate with anti-fraud measures.

In one participating organization, a clear demarcation exists between 

engineering and operations within identity management. Mature, documented 

processes (e.g., password resets) are assigned to operations, while engineering 

handles more complex or evolving challenges, such as onboarding non-human 

identities (NHIs) and resolving legacy and/or non-standard application 

integration issues. Although there was some discussion around folding certain 

security operations into identity, the organization chose not to make this 

integration, citing the need to ensure rapid, specialized responses when 

anomalies occur. This model, which may not be appropriate for all organizations, 

emphasizes the importance of differentiating administrative tasks from 

real-time, engineering-driven requirements. It may also lose sight of important 

patterns that would influence the direction of the engineering team’s responses. 

Divergent Perspectives on Identity’s Place in 
Security and Enablement
The convergence of identity and security is divisive among professionals. On one 

side, some participants argued that identity is fundamentally a security function, 

asserting that enabling secure, usable experiences is essential to protecting the 

enterprise. Others expressed concern that merging identity and security risks 

transforming identity into a restrictive "business prevention department," 

potentially subsuming identity’s enablement goals within security's protection 

mandate. Achieving an effective balance between risk mitigation and business 

enablement remains an ongoing challenge.

Observations on Industry Practices and 
Organizational Structure
Participants shared experiences illustrating a wide range of approaches to the 

convergence of identity and security. Some organizations have established IAM 

Centers of Excellence (CoEs) to encourage business alignment with identity 

functions, although these efforts can face challenges when identity and security 

teams operate independently. Another approach sees identity integrated directly 

within the security organization, where identity becomes a crucial support function 

for security analysts monitoring access patterns and responding to incidents.

Notably, security operations often lack experience with identity management 

responsibilities beyond their own tools, leading to disconnects. This separation 

can create gaps in both communication and action, as security teams may lack 

familiarity with identity-focused systems (e.g., Identity Governance and 

Administration systems) that are key to data protection.

CIAM vs. Workforce Identity – Unique but 
Interrelated Requirements
Customer Identity and Access Management (CIAM) is often viewed separately 

from workforce identity, though some organizations are beginning to integrate 

these areas. CIAM tends to prioritize user enablement and frictionless access, 

while workforce identity can enforce stricter security controls. Organizations that 

include CIAM under the identity team report challenges in aligning it with 

security, particularly in industries where fraud and compliance are major drivers 

of identity security. Fraud prevention practices, which vary widely across CIAM 

and workforce identity, are typically split among different teams, such as 

marketing, compliance, and security, leading to further fragmentation.

AI’s Role in Identity Convergence
AI is expected to accelerate identity-security convergence by enabling automated 

responses and fraud detection across diverse identity use cases. While AI can 

uncover patterns within vast datasets, it still requires human oversight to interpret 

these patterns and implement meaningful controls. Participants discussed AI’s 

potential to shift identity practices from reactive to proactive, providing security 

insights based on identity patterns. However, concerns remain about how AI fits 

into regulated environments, where transparency and accountability are 

paramount. This area is still very much open to interpretation and discussion as AI 

regulations are just rolling out around the world.

Performance Culture and the Need for 
Cross-Functional Collaboration
Finally, participants raised concerns that organizational performance 

culture—characterized by metrics-driven evaluation and departmental 

silos—can hinder effective collaboration between identity, security, and 

operations teams. Identity often lacks financial KPIs and is held accountable for 

security outcomes without the resources or cross-functional coordination 

required for success. Establishing identity as a foundational service, rather than 

a bottom-line-driven function, could foster a more cooperative, integrated 

approach to identity and security.

 

Identity Fraud Detection
Issues of fraud detection, particularly given concerns that Artificial Intelligence 

(AI) is driving a rise in fraud, was another critical discussion area. AI, however, can 

also enhance fraud prevention even as it brings challenges in terms of ethical 

regulation and data governance. 

Core Insights:

• Differing Needs for CIAM vs. Workforce Identity: While AI-driven fraud 

detection is increasingly crucial for CIAM, workforce identity has different 

requirements, necessitating distinct AI applications.

• Real-Time Analysis and Regulatory Compliance: AI models need to be both 

responsive and compliant with privacy regulations, which presents a unique 

challenge given the often intrusive nature of fraud detection technologies.

• Data Science Integration in Fraud Detection: The involvement of data scientists 

in fraud detection varies across organizations. Some companies have successfully 

integrated data science expertise to correlate seemingly unrelated fraud events 

across different departments. Others lack this resource, leading to gaps in 

detection and response. Collaborations with academic institutions could help 

bridge this gap by providing access to data science talent through internships and 

practical research opportunities.

Fraud detection within organizations is a complex and often siloed discipline, 

drawing on expertise from across various teams. Fraud teams tend to operate 

independently, with practitioners specializing in specific areas of fraud but not 

always in close coordination with identity or security teams. This siloed approach 

can lead to missed insights and fragmented responses to fraud incidents.

“We know what identity fraud is, but we don’t 
always recognize it when we see it. There is so 

much data and so much to monitor; fraud patterns 
don’t make themselves known easily. It’s the 

post-incident response that lets you tie the data to 
what happened. More insight into what happens 

would be great.”

In one non-profit organization, for example, Know Your Customer (KYC) processes 

were managed by a team that had never engaged with the team responsible for 

authentication. With the addition of fraud-focused personnel, organizations are 

now seeing a need for these traditionally separate groups to collaborate more 

closely. However, a recurring issue is that many individuals performing 

identity-related tasks don’t recognize that they are, in fact, handling aspects of 

identity. This lack of awareness means they miss out on established best 

practices within the field, especially in customer identity and access 

management (CIAM), where the need for cross-functional understanding is even 

more pronounced.

Fraud in CIAM and workforce identity takes on distinct characteristics. Fraud in CIAM 

may inflate certain business metrics—such as in cases involving synthetic accounts, 

which can make growth appear stronger than it is. Fraud types such as Bitcoin 

mining in CIAM or ransomware targeting the workforce immediately capture 

executive attention, particularly among Chief Marketing Officers (CMOs) who are 

drawn into security concerns through issues like brand threats from deepfakes.

Another challenge is the disconnect between how various departments handle 

fraud. Fraud teams often focus on operational expenditures (OpEx) and 

monetary losses, overlooking non-monetary impacts like identity threats or 

brand damage. Security teams primarily monitor application vulnerabilities, not 

always extending their view to identity threats. Consequently, it’s often left to the 

identity team to connect these diverse threads of fraud. Post-incident response 

typically becomes the moment when these disparate elements are tied together, 

prompting questions about how the initial exploitation occurred. Policy-driven 

decisions made by previous employees resurface, and identity teams are often 

held responsible for tracing the root cause.

This disjointed approach to fraud detection points to a larger organizational issue. 

Identity teams, one of the few without OpEx-driven KPIs, are frequently accountable 

for overarching outcomes without the budget or authority to act proactively. It 

highlights the need for a cultural shift where identity and fraud detection are seen as 

intertwined responsibilities requiring shared goals and collaboration.

The role of data scientists in fraud detection remains a point of interest. Some 

organizations have begun to integrate data science expertise to link seemingly 

unrelated events across departments, but others lack this resource. Collaboration 

with academic institutions could present an opportunity to bridge this gap, 

offering interns and researchers a practical field for data science application.

Fraud is often perceived differently depending on the organizational lens. CIAM 

fraud may involve operational pain points like account takeovers or fake 

accounts, while workforce fraud often deals with severe incidents like 

ransomware. This variation in perspective creates communication challenges, as 

identity teams must juggle transactional fraud (typically associated with CIAM) 

and identity fraud, which many businesses still do not actively measure.

In an ideal setup, identity fraud would be a recognized and tracked set of metrics, 

given identity's foundational role in triggering many security events. As AI tools 

become more accessible and capable, identity-driven security incidents are 

expected to grow, underlining the importance of integrating identity, security, 

and fraud detection as cohesive functions within organizations.

 

AI in IAM: Strategic 
Implications and Challenges
AI is increasingly embedded in IAM, driving automation in threat detection, 

access management, and fraud prevention. However, while AI has the potential 

to transform IAM by reducing manual analysis and enabling more proactive 

security, its integration raises important strategic and operational questions. 

From the complexity of interpreting AI outputs to the need for regulatory 

alignment, IAM teams must carefully navigate the evolving role of AI in security 

and identity management.

Core Insights:

• AI Requires Human Expertise for Contextual Interpretation: While AI can 

identify patterns, human practitioners are essential to apply contextual 

understanding and make nuanced decisions.

• Regulatory Compliance Demands Transparency in AI Decisions: Industries 

with strict regulatory oversight face challenges in explaining AI-driven 

decisions, especially in cases involving access denial.

• Organizational Alignment is Essential for Effective AI Implementation: Clear 

ownership and collaboration between IAM, security, and data science teams 

are critical to maximize AI’s potential.

• Building vs. Buying AI Models Reflects Broader Strategic Goals: Organizations 

must assess whether AI is a core differentiator or if standard solutions meet 

their IAM needs.

AI’s integration into IAM is transforming how organizations approach identity 

management, particularly in terms of speed and scale. However, while AI’s ability 

to automate pattern recognition is valuable, it requires skilled practitioners to 

interpret and apply these insights effectively. AI can signal potentially risky 

behavior but lacks the contextual awareness that IAM teams bring to 

decision-making. This highlights the need for workflows where AI augments 

human expertise rather than replacing it.

Regulatory and ethical complexities add layers of challenge, especially in highly 

regulated industries. Unlike deterministic IAM rules, AI often operates with 

probabilistic models that can lack explainability. This “black-box” nature poses 

hurdles, particularly when an AI-driven denial of access may raise sensitive 

ethical and compliance concerns. Therefore, as organizations integrate AI, they 

must establish frameworks that allow human oversight and ensure transparency 

in AI processes. Developing this capability proactively will be essential as 

regulatory expectations around AI evolve over the next several years.

Organizational structure also plays a critical role in AI’s success within IAM. 

Organizations with “undifferentiated capabilities”—where responsibilities across 

data analysis, security, and fraud detection are shared among various 

teams—may struggle to use AI effectively. Specialized IAM expertise is essential 

to interpret AI-driven insights accurately, and clear ownership of AI 

implementation within IAM, security, and data science functions is vital for 

cohesive, accountable AI deployment. As AI’s role grows, IAM leaders must invest 

in cross-functional collaboration and clearly defined roles.

“AI is an evolution for BI. It is more automation of BI, 
and it has to help because there is too much data 

otherwise. We don't yet see AI bringing that insight, 
though; it brings a representation of what the data 

is saying. It brings a representation of what the 
data is saying.”

Another strategic consideration is whether to build or buy AI solutions. 

Organizations that see AI as a competitive differentiator may prioritize in-house 

development to tailor solutions to their specific needs. This path requires 

significant investment in talent and resources but offers flexibility and 

customization. Alternatively, some companies may find that off-the-shelf 

solutions suffice for their AI needs, trading customization for speed and reduced 

cost. Both approaches present trade-offs, and organizations should evaluate their 

long-term IAM strategy to decide which path aligns with their business goals.

AI’s potential in IAM is immense but requires a careful approach to ensure 

compliance, accountability, and strategic alignment. By using AI as a tool to 

enhance human expertise rather than replace it, organizations can realize the 

benefits of automation while maintaining the control necessary for complex, 

high-stakes identity management tasks.

 

Governance of Digital 
Wallets and National IDs
Governance around digital wallets and national IDs, two items that are difficult to 

cleanly separate, remains fragmented, particularly in regions without unified 

digital identity standards. The participants’ concerns included privacy, cross-border 

interoperability, and potential overreach by wallet providers. The thought is that if 

we design the interfaces and specifications poorly, individuals will share more 

personal data than ever before. This was captured in a Formal Objection offered by 

the browser vendor, Brave, an organization that indicated concern regarding the 

W3C standardizing an API for digital credentials (note: Brave was not a participant 

in The Identity Salon). The American Civil Liberties Union (ACLU) wrote a report, 

“ACLU Digital ID State Legislative Recommendations,” noting a similar concern but 

suggesting further work would increase the safety in this space. If we design those 

same interfaces and specifications well, it allows a new level of control that is 

currently seriously lacking.

Challenges:

• Lack of Cohesive Policy Framework in the U.S.: Unlike the EU, the U.S. lacks a 

single guiding framework for digital wallets, leaving regulatory gaps in privacy 

and interoperability.

• Privacy vs. Functionality: Balancing these can be difficult, especially in 

ecosystems with multiple stakeholders and interests, from government 

entities to private wallet providers.

• Standardization Issues: Large wallet providers often diverge in their 

approaches, creating friction that could inhibit user adoption and hinder 

regulatory compliance.

 Future Directions and 
Recommendations for The 
Identity Salon
Structured Conversations: Attendees suggested that future Identity Salons could 

benefit from more defined outcomes and structured sessions, perhaps with 

predetermined themes that build on prior discussions.

Collaboration Models: Given the cross-functional insights shared, the Salon could 

consider formal partnerships with academic institutions, industry groups, and 

vendor-neutral organizations to encourage broader dialogue.

The Identity Salon’s first summit revealed foundational insights into the evolving 

digital identity landscape, emphasizing collaboration, innovation, and standards 

development. To maintain momentum and relevance, next steps could include:

• Research Partnerships: Formalize partnerships with academic institutions to 

pursue research in identified areas, including digital estate management and 

fraud detection.

• Publication Strategy: Create a series of industry-facing reports or white 

papers from each Salon event to drive thought leadership.

• Recurring Sessions: Organize two in-person Identity Salons annually with 

interspersed virtual meetings to sustain engagement.

Conclusion
The Identity Salon proved to be a valuable starting point for open, cross-functional 

dialogue on the future of digital identity. Attendees had a unique opportunity to 

dig into the challenges and changes they’re seeing—from the need for clearer 

organizational roles in IAM to the tricky balance between AI’s potential and the 

necessity for human oversight. There was a clear call for better collaboration across 

departments and new ways to tackle these big issues together.

As The Identity Salon grows, there’s an opportunity to add more structure to 

future discussions, giving space to build on themes from previous salons and 

deepen the conversation. Engaging voices from across the identity 

landscape—including academia, industry, and policy—will only strengthen this 

forum. By creating a collaborative, solutions-oriented community, The Identity 

Salon can be a real catalyst for innovation and change in identity and access 

management.

The Identity Salon is shaping up to be a critical space for tackling the complex 

issues of digital identity in a way that’s collaborative, candid, and forward-looking. 

With continued momentum, this forum can help bridge different perspectives, 

support meaningful progress, and provide practical insights for those navigating 

the evolving identity landscape.

About The Identity Salon
The Identity Salon™ provides a unique, exclusive environment where seasoned 

digital identity architects, technical standards experts, and researchers can 

engage in meaningful, protected conversations. Limited in size to foster genuine 

connections, this gathering allows experienced professionals to dive into 

complex, long-term challenges with peers who understand the depth and 

breadth of identity’s impact.

We host the Identity Salon under the Chatham House Rule, facilitating candid 

dialogue that often isn’t possible in larger, more public settings. Participants have 

the rare opportunity to explore the ‘5-year problems’ in identity, share leading 

practices, and discuss emerging approaches with like-minded experts. Our aim is 

to bridge the gap between academic and industry research and real-world 

practice, connecting public and private sectors to advance knowledge and drive 

practical solutions.

Why do we do this? As identity becomes mainstream, industry events are 

increasingly geared toward newer practitioners, leaving few spaces for seasoned 

professionals to collaborate on advanced issues. The Identity Salon fills that gap. 

After each event, we publish post-event reports that summarize discussions and 

insights, ensuring our conversations have a lasting impact on the field.

The Identity Salon is conceived and curated by:

Heather Flanagan, Principal at Spherical Cow Consulting, 

who comes from a position that the Internet is led by 

people, powered by words, and inspired by technology. She 

has been involved in leadership roles with some of the most 

technical, volunteer-driven organizations on the Internet, 

including IDPro as Executive Director and Principal Editor; 

the OpenID Foundation as Lead Editor; the IETF,  IAB, and 

the IRTF as RFC Series Editor; ICANN as Technical Writer; and 

REFEDS as Coordinator, just to name a few.

Ian Glazer, the founder and president of Weave Identity – 

an advisory services firm. Prior to founding Weave, Ian was 

the Senior Vice President for Identity Product Management 

at Salesforce. His responsibilities include leading the 

product management team, product strategy and identity 

standards work. Earlier in his career, Ian was a research vice 

president and agenda manager on the Identity and Privacy 

Strategies team at Gartner, where he oversaw the entire 

team’s research. He is a Board Emeritus and the co-founder 

of IDPro, and works to deliver more services and value to the 

IDPro membership, raise funds for the organization, and 

help identity management professionals learn from one 

another. Ian is also a Board of Directors member and 

cofounder of the Digital Identity Advancement Foundation, 

focusing on removing financial barriers to participation in 

the digital identity industry. During his career in the identity 
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industry, he has co-authored a patent on federated user 

provisioning, co-authored and contributed to user 

provisioning specifications, is a noted blogger, speaker, and 

photographer of his socks. 

Andrew Hindle, an independent consultant focusing on 

digital identity, cyber security, privacy, and corporate 

governance, through Hindle Consulting Limited. Andrew is 

the Identiverse Conference Chair, and serves as a member 

of the board at Curity and at Kantara. He has over 25 years' 

experience in the software industry in a range of technical 

sales, pre-sales, product marketing, business development 

and corporate governance roles. He maintains CIPP/E, CIPM 

and CIPT privacy certifications with the IAPP; a CIDPRO 

certification from IDPro; and holds a BA in Oriental Studies 

(Japanese) from Oxford University and an advanced 

professional diploma in corporate governance. Outside of 

the world of identity, Andrew is Chair of Trustees for his local 

scouting group, rides regularly with a local road cycling 

group, and plays keyboard, guitar and bassoon (not at the 

same time) with more enthusiasm than skill, and for an 

audience of one. Andrew is based in the UK.
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This only applies to U.S. states; the RUFADAA is not something that has been 

adopted more broadly. It is also worth noting that it does not cover all the digital 

assets the participants of The Identity Salon identified during our discussion. It is, 

however, an interesting place to start considering a more standardized 

regulatory approach.

Moving to another part of the world, Prashant Mali and Aswathy Prakash G., 

wrote "Death in the era of perpetual digital afterlife: digital assets, posthumous 

legacy, ownership and its legal implications,” published in 2019 through the 

National Law School Journal (NLSJ) at the National Law School of India University.   

These authors, as with many others, focus on defining what constitutes digital 

assets and expands that definition quite a bit. 

• Personal Digital Assets: emails, documents, photos, videos, contacts, loyalty 

reward points

• Financial Digital Assets: online banking data, associated usernames and 

passwords, records of online financial transactions, investments, virtual 

properties, goods of value traded in online gaming platforms, e-wallets 

payments given for online gambling, digital, virtual and crypto currencies like 

Bitcoin, Ether (ETH).

• Professional Digital Assets: domain names, official email accounts, social 

media handles, blog and web content, visual content and other content 

management system (CMS) used, customer database of online businesses, 

auction sites, etc.

• Technical Digital Assets: passwords for various digital services, computer 

networks, device backup logs: both local and cloud based, web hosting 

services, software projects: both enterprise and individual, etc.

It goes another step, however, and considers issues of identity theft and 

copyright violations of deceased user’s accounts. The non-closure of accounts 

leads to the possibility of account takeover in a way that leaves no one (except 

the attacker) the wiser. Laws may protect legal heirs from liability, but the 

considerations go beyond liability; emotional and mental well-being are also an 

issue. This is definitely a paper to review if you are further interested in the topic.

There is quite a bit more written by scholars and researchers, but what laws and 

regulations exist continue to build off of the precedent of physical assets and 

succession laws. Unfortunately, what works for physical assets does not always 

work for digital ones, leaving some significant gaps both in the laws and in the 

technology needed to support those laws.  

Convergence of Identity 
and Security
Hypothesis: The role of the CIO is going away, and the functions are either being 

split into a COO capacity and the CISO function, defending the operations of the 

organization. Identity as a function is being split between the COO (e.g., 

operational aspects of doling out access, recovery, helpdesk) and the CISO 

teams defending the organization's digital assets. The convergence is becoming 

more of a fracture. Discuss!

Identity’s positioning within organizational structures (e.g., within security vs. 

operations) reflects ongoing debates about its role as both a security mechanism 

and a usability enabler. The question for the group was whether the CIO role is 

declining in prominence and authority,  with responsibilities increasingly divided 

between a COO capacity and the CISO function. If this is indeed true, we may 

observe that the identity management function itself starts to fracture: 

operational tasks (e.g., access provisioning, recovery, helpdesk support) migrate 

under COO oversight, while security-related identity functions are moving into 

the domain of security teams focused on defending organizational operations.

Challenges Identified:

• Organizational Fragmentation: In many companies, identity roles are divided 

between IT operations and security, which can lead to conflicting priorities.

• Usability vs. Security Balance: High-security requirements often compromise user 

experience, while user-centric designs may inadvertently weaken security.

• Identity in Fraud Detection: Fraud detection and identity verification overlap 

significantly in CIAM (Customer Identity and Access Management), raising 

questions about how identity should integrate with anti-fraud measures.

In one participating organization, a clear demarcation exists between 

engineering and operations within identity management. Mature, documented 

processes (e.g., password resets) are assigned to operations, while engineering 

handles more complex or evolving challenges, such as onboarding non-human 

identities (NHIs) and resolving legacy and/or non-standard application 

integration issues. Although there was some discussion around folding certain 

security operations into identity, the organization chose not to make this 

integration, citing the need to ensure rapid, specialized responses when 

anomalies occur. This model, which may not be appropriate for all organizations, 

emphasizes the importance of differentiating administrative tasks from 

real-time, engineering-driven requirements. It may also lose sight of important 

patterns that would influence the direction of the engineering team’s responses. 

Divergent Perspectives on Identity’s Place in 
Security and Enablement
The convergence of identity and security is divisive among professionals. On one 

side, some participants argued that identity is fundamentally a security function, 

asserting that enabling secure, usable experiences is essential to protecting the 

enterprise. Others expressed concern that merging identity and security risks 

transforming identity into a restrictive "business prevention department," 

potentially subsuming identity’s enablement goals within security's protection 

mandate. Achieving an effective balance between risk mitigation and business 

enablement remains an ongoing challenge.

Observations on Industry Practices and 
Organizational Structure
Participants shared experiences illustrating a wide range of approaches to the 

convergence of identity and security. Some organizations have established IAM 

Centers of Excellence (CoEs) to encourage business alignment with identity 

functions, although these efforts can face challenges when identity and security 

teams operate independently. Another approach sees identity integrated directly 

within the security organization, where identity becomes a crucial support function 

for security analysts monitoring access patterns and responding to incidents.

Notably, security operations often lack experience with identity management 

responsibilities beyond their own tools, leading to disconnects. This separation 

can create gaps in both communication and action, as security teams may lack 

familiarity with identity-focused systems (e.g., Identity Governance and 

Administration systems) that are key to data protection.

CIAM vs. Workforce Identity – Unique but 
Interrelated Requirements
Customer Identity and Access Management (CIAM) is often viewed separately 

from workforce identity, though some organizations are beginning to integrate 

these areas. CIAM tends to prioritize user enablement and frictionless access, 

while workforce identity can enforce stricter security controls. Organizations that 

include CIAM under the identity team report challenges in aligning it with 

security, particularly in industries where fraud and compliance are major drivers 

of identity security. Fraud prevention practices, which vary widely across CIAM 

and workforce identity, are typically split among different teams, such as 

marketing, compliance, and security, leading to further fragmentation.

AI’s Role in Identity Convergence
AI is expected to accelerate identity-security convergence by enabling automated 

responses and fraud detection across diverse identity use cases. While AI can 

uncover patterns within vast datasets, it still requires human oversight to interpret 

these patterns and implement meaningful controls. Participants discussed AI’s 

potential to shift identity practices from reactive to proactive, providing security 

insights based on identity patterns. However, concerns remain about how AI fits 

into regulated environments, where transparency and accountability are 

paramount. This area is still very much open to interpretation and discussion as AI 

regulations are just rolling out around the world.

Performance Culture and the Need for 
Cross-Functional Collaboration
Finally, participants raised concerns that organizational performance 

culture—characterized by metrics-driven evaluation and departmental 

silos—can hinder effective collaboration between identity, security, and 

operations teams. Identity often lacks financial KPIs and is held accountable for 

security outcomes without the resources or cross-functional coordination 

required for success. Establishing identity as a foundational service, rather than 

a bottom-line-driven function, could foster a more cooperative, integrated 

approach to identity and security.

 

Identity Fraud Detection
Issues of fraud detection, particularly given concerns that Artificial Intelligence 

(AI) is driving a rise in fraud, was another critical discussion area. AI, however, can 

also enhance fraud prevention even as it brings challenges in terms of ethical 

regulation and data governance. 

Core Insights:

• Differing Needs for CIAM vs. Workforce Identity: While AI-driven fraud 

detection is increasingly crucial for CIAM, workforce identity has different 

requirements, necessitating distinct AI applications.

• Real-Time Analysis and Regulatory Compliance: AI models need to be both 

responsive and compliant with privacy regulations, which presents a unique 

challenge given the often intrusive nature of fraud detection technologies.

• Data Science Integration in Fraud Detection: The involvement of data scientists 

in fraud detection varies across organizations. Some companies have successfully 

integrated data science expertise to correlate seemingly unrelated fraud events 

across different departments. Others lack this resource, leading to gaps in 

detection and response. Collaborations with academic institutions could help 

bridge this gap by providing access to data science talent through internships and 

practical research opportunities.

Fraud detection within organizations is a complex and often siloed discipline, 

drawing on expertise from across various teams. Fraud teams tend to operate 

independently, with practitioners specializing in specific areas of fraud but not 

always in close coordination with identity or security teams. This siloed approach 

can lead to missed insights and fragmented responses to fraud incidents.

“We know what identity fraud is, but we don’t 
always recognize it when we see it. There is so 

much data and so much to monitor; fraud patterns 
don’t make themselves known easily. It’s the 

post-incident response that lets you tie the data to 
what happened. More insight into what happens 

would be great.”

In one non-profit organization, for example, Know Your Customer (KYC) processes 

were managed by a team that had never engaged with the team responsible for 

authentication. With the addition of fraud-focused personnel, organizations are 

now seeing a need for these traditionally separate groups to collaborate more 

closely. However, a recurring issue is that many individuals performing 

identity-related tasks don’t recognize that they are, in fact, handling aspects of 

identity. This lack of awareness means they miss out on established best 

practices within the field, especially in customer identity and access 

management (CIAM), where the need for cross-functional understanding is even 

more pronounced.

Fraud in CIAM and workforce identity takes on distinct characteristics. Fraud in CIAM 

may inflate certain business metrics—such as in cases involving synthetic accounts, 

which can make growth appear stronger than it is. Fraud types such as Bitcoin 

mining in CIAM or ransomware targeting the workforce immediately capture 

executive attention, particularly among Chief Marketing Officers (CMOs) who are 

drawn into security concerns through issues like brand threats from deepfakes.

Another challenge is the disconnect between how various departments handle 

fraud. Fraud teams often focus on operational expenditures (OpEx) and 

monetary losses, overlooking non-monetary impacts like identity threats or 

brand damage. Security teams primarily monitor application vulnerabilities, not 

always extending their view to identity threats. Consequently, it’s often left to the 

identity team to connect these diverse threads of fraud. Post-incident response 

typically becomes the moment when these disparate elements are tied together, 

prompting questions about how the initial exploitation occurred. Policy-driven 

decisions made by previous employees resurface, and identity teams are often 

held responsible for tracing the root cause.

This disjointed approach to fraud detection points to a larger organizational issue. 

Identity teams, one of the few without OpEx-driven KPIs, are frequently accountable 

for overarching outcomes without the budget or authority to act proactively. It 

highlights the need for a cultural shift where identity and fraud detection are seen as 

intertwined responsibilities requiring shared goals and collaboration.

The role of data scientists in fraud detection remains a point of interest. Some 

organizations have begun to integrate data science expertise to link seemingly 

unrelated events across departments, but others lack this resource. Collaboration 

with academic institutions could present an opportunity to bridge this gap, 

offering interns and researchers a practical field for data science application.

Fraud is often perceived differently depending on the organizational lens. CIAM 

fraud may involve operational pain points like account takeovers or fake 

accounts, while workforce fraud often deals with severe incidents like 

ransomware. This variation in perspective creates communication challenges, as 

identity teams must juggle transactional fraud (typically associated with CIAM) 

and identity fraud, which many businesses still do not actively measure.

In an ideal setup, identity fraud would be a recognized and tracked set of metrics, 

given identity's foundational role in triggering many security events. As AI tools 

become more accessible and capable, identity-driven security incidents are 

expected to grow, underlining the importance of integrating identity, security, 

and fraud detection as cohesive functions within organizations.

 

AI in IAM: Strategic 
Implications and Challenges
AI is increasingly embedded in IAM, driving automation in threat detection, 

access management, and fraud prevention. However, while AI has the potential 

to transform IAM by reducing manual analysis and enabling more proactive 

security, its integration raises important strategic and operational questions. 

From the complexity of interpreting AI outputs to the need for regulatory 

alignment, IAM teams must carefully navigate the evolving role of AI in security 

and identity management.

Core Insights:

• AI Requires Human Expertise for Contextual Interpretation: While AI can 

identify patterns, human practitioners are essential to apply contextual 

understanding and make nuanced decisions.

• Regulatory Compliance Demands Transparency in AI Decisions: Industries 

with strict regulatory oversight face challenges in explaining AI-driven 

decisions, especially in cases involving access denial.

• Organizational Alignment is Essential for Effective AI Implementation: Clear 

ownership and collaboration between IAM, security, and data science teams 

are critical to maximize AI’s potential.

• Building vs. Buying AI Models Reflects Broader Strategic Goals: Organizations 

must assess whether AI is a core differentiator or if standard solutions meet 

their IAM needs.

AI’s integration into IAM is transforming how organizations approach identity 

management, particularly in terms of speed and scale. However, while AI’s ability 

to automate pattern recognition is valuable, it requires skilled practitioners to 

interpret and apply these insights effectively. AI can signal potentially risky 

behavior but lacks the contextual awareness that IAM teams bring to 

decision-making. This highlights the need for workflows where AI augments 

human expertise rather than replacing it.

Regulatory and ethical complexities add layers of challenge, especially in highly 

regulated industries. Unlike deterministic IAM rules, AI often operates with 

probabilistic models that can lack explainability. This “black-box” nature poses 

hurdles, particularly when an AI-driven denial of access may raise sensitive 

ethical and compliance concerns. Therefore, as organizations integrate AI, they 

must establish frameworks that allow human oversight and ensure transparency 

in AI processes. Developing this capability proactively will be essential as 

regulatory expectations around AI evolve over the next several years.

Organizational structure also plays a critical role in AI’s success within IAM. 

Organizations with “undifferentiated capabilities”—where responsibilities across 

data analysis, security, and fraud detection are shared among various 

teams—may struggle to use AI effectively. Specialized IAM expertise is essential 

to interpret AI-driven insights accurately, and clear ownership of AI 

implementation within IAM, security, and data science functions is vital for 

cohesive, accountable AI deployment. As AI’s role grows, IAM leaders must invest 

in cross-functional collaboration and clearly defined roles.

“AI is an evolution for BI. It is more automation of BI, 
and it has to help because there is too much data 

otherwise. We don't yet see AI bringing that insight, 
though; it brings a representation of what the data 

is saying. It brings a representation of what the 
data is saying.”

Another strategic consideration is whether to build or buy AI solutions. 

Organizations that see AI as a competitive differentiator may prioritize in-house 

development to tailor solutions to their specific needs. This path requires 

significant investment in talent and resources but offers flexibility and 

customization. Alternatively, some companies may find that off-the-shelf 

solutions suffice for their AI needs, trading customization for speed and reduced 

cost. Both approaches present trade-offs, and organizations should evaluate their 

long-term IAM strategy to decide which path aligns with their business goals.

AI’s potential in IAM is immense but requires a careful approach to ensure 

compliance, accountability, and strategic alignment. By using AI as a tool to 

enhance human expertise rather than replace it, organizations can realize the 

benefits of automation while maintaining the control necessary for complex, 

high-stakes identity management tasks.

 

Governance of Digital 
Wallets and National IDs
Governance around digital wallets and national IDs, two items that are difficult to 

cleanly separate, remains fragmented, particularly in regions without unified 

digital identity standards. The participants’ concerns included privacy, cross-border 

interoperability, and potential overreach by wallet providers. The thought is that if 

we design the interfaces and specifications poorly, individuals will share more 

personal data than ever before. This was captured in a Formal Objection offered by 

the browser vendor, Brave, an organization that indicated concern regarding the 

W3C standardizing an API for digital credentials (note: Brave was not a participant 

in The Identity Salon). The American Civil Liberties Union (ACLU) wrote a report, 

“ACLU Digital ID State Legislative Recommendations,” noting a similar concern but 

suggesting further work would increase the safety in this space. If we design those 

same interfaces and specifications well, it allows a new level of control that is 

currently seriously lacking.

Challenges:

• Lack of Cohesive Policy Framework in the U.S.: Unlike the EU, the U.S. lacks a 

single guiding framework for digital wallets, leaving regulatory gaps in privacy 

and interoperability.

• Privacy vs. Functionality: Balancing these can be difficult, especially in 

ecosystems with multiple stakeholders and interests, from government 

entities to private wallet providers.

• Standardization Issues: Large wallet providers often diverge in their 

approaches, creating friction that could inhibit user adoption and hinder 

regulatory compliance.

 Future Directions and 
Recommendations for The 
Identity Salon
Structured Conversations: Attendees suggested that future Identity Salons could 

benefit from more defined outcomes and structured sessions, perhaps with 

predetermined themes that build on prior discussions.

Collaboration Models: Given the cross-functional insights shared, the Salon could 

consider formal partnerships with academic institutions, industry groups, and 

vendor-neutral organizations to encourage broader dialogue.

The Identity Salon’s first summit revealed foundational insights into the evolving 

digital identity landscape, emphasizing collaboration, innovation, and standards 

development. To maintain momentum and relevance, next steps could include:

• Research Partnerships: Formalize partnerships with academic institutions to 

pursue research in identified areas, including digital estate management and 

fraud detection.

• Publication Strategy: Create a series of industry-facing reports or white 

papers from each Salon event to drive thought leadership.

• Recurring Sessions: Organize two in-person Identity Salons annually with 

interspersed virtual meetings to sustain engagement.

Conclusion
The Identity Salon proved to be a valuable starting point for open, cross-functional 

dialogue on the future of digital identity. Attendees had a unique opportunity to 

dig into the challenges and changes they’re seeing—from the need for clearer 

organizational roles in IAM to the tricky balance between AI’s potential and the 

necessity for human oversight. There was a clear call for better collaboration across 

departments and new ways to tackle these big issues together.

As The Identity Salon grows, there’s an opportunity to add more structure to 

future discussions, giving space to build on themes from previous salons and 

deepen the conversation. Engaging voices from across the identity 

landscape—including academia, industry, and policy—will only strengthen this 

forum. By creating a collaborative, solutions-oriented community, The Identity 

Salon can be a real catalyst for innovation and change in identity and access 

management.

The Identity Salon is shaping up to be a critical space for tackling the complex 

issues of digital identity in a way that’s collaborative, candid, and forward-looking. 

With continued momentum, this forum can help bridge different perspectives, 

support meaningful progress, and provide practical insights for those navigating 

the evolving identity landscape.

About The Identity Salon
The Identity Salon™ provides a unique, exclusive environment where seasoned 

digital identity architects, technical standards experts, and researchers can 

engage in meaningful, protected conversations. Limited in size to foster genuine 

connections, this gathering allows experienced professionals to dive into 

complex, long-term challenges with peers who understand the depth and 

breadth of identity’s impact.

We host the Identity Salon under the Chatham House Rule, facilitating candid 

dialogue that often isn’t possible in larger, more public settings. Participants have 

the rare opportunity to explore the ‘5-year problems’ in identity, share leading 

practices, and discuss emerging approaches with like-minded experts. Our aim is 

to bridge the gap between academic and industry research and real-world 

practice, connecting public and private sectors to advance knowledge and drive 

practical solutions.

Why do we do this? As identity becomes mainstream, industry events are 

increasingly geared toward newer practitioners, leaving few spaces for seasoned 

professionals to collaborate on advanced issues. The Identity Salon fills that gap. 

After each event, we publish post-event reports that summarize discussions and 

insights, ensuring our conversations have a lasting impact on the field.

The Identity Salon is conceived and curated by:

Heather Flanagan, Principal at Spherical Cow Consulting, 

who comes from a position that the Internet is led by 

people, powered by words, and inspired by technology. She 

has been involved in leadership roles with some of the most 

technical, volunteer-driven organizations on the Internet, 

including IDPro as Executive Director and Principal Editor; 

the OpenID Foundation as Lead Editor; the IETF,  IAB, and 

the IRTF as RFC Series Editor; ICANN as Technical Writer; and 

REFEDS as Coordinator, just to name a few.

Ian Glazer, the founder and president of Weave Identity – 

an advisory services firm. Prior to founding Weave, Ian was 

the Senior Vice President for Identity Product Management 

at Salesforce. His responsibilities include leading the 

product management team, product strategy and identity 

standards work. Earlier in his career, Ian was a research vice 

president and agenda manager on the Identity and Privacy 

Strategies team at Gartner, where he oversaw the entire 

team’s research. He is a Board Emeritus and the co-founder 

of IDPro, and works to deliver more services and value to the 

IDPro membership, raise funds for the organization, and 

help identity management professionals learn from one 

another. Ian is also a Board of Directors member and 

cofounder of the Digital Identity Advancement Foundation, 

focusing on removing financial barriers to participation in 

the digital identity industry. During his career in the identity 

industry, he has co-authored a patent on federated user 

provisioning, co-authored and contributed to user 

provisioning specifications, is a noted blogger, speaker, and 

photographer of his socks. 

Andrew Hindle, an independent consultant focusing on 

digital identity, cyber security, privacy, and corporate 

governance, through Hindle Consulting Limited. Andrew is 

the Identiverse Conference Chair, and serves as a member 

of the board at Curity and at Kantara. He has over 25 years' 

experience in the software industry in a range of technical 

sales, pre-sales, product marketing, business development 

and corporate governance roles. He maintains CIPP/E, CIPM 

and CIPT privacy certifications with the IAPP; a CIDPRO 

certification from IDPro; and holds a BA in Oriental Studies 

(Japanese) from Oxford University and an advanced 

professional diploma in corporate governance. Outside of 

the world of identity, Andrew is Chair of Trustees for his local 

scouting group, rides regularly with a local road cycling 

group, and plays keyboard, guitar and bassoon (not at the 

same time) with more enthusiasm than skill, and for an 

audience of one. Andrew is based in the UK.
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